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Abstract

This paper tackles video prediction from a new dimen-
sion of predicting spacetime-varying motions that are inces-
santly changing across both space and time. Prior methods
mainly capture the temporal state transitions but overlook
the complex spatiotemporal variations of the motion itself,
making them difficult to adapt to ever-changing motions. We
observe that physical world motions can be decomposed
into transient variation and motion trend, while the latter
can be regarded as the accumulation of previous motions.
Thus, simultaneously capturing the transient variation and
the motion trend is the key to make spacetime-varying mo-
tions more predictable. Based on these observations, we
propose the MotionRNN framework, which can capture the
complex variations within motions and adapt to spacetime-
varying scenarios. MotionRNN has two main contributions.
The first is that we design the MotionGRU unit, which can
model the transient variation and motion trend in a unified
way. The second is that we apply the MotionGRU to RNN-
based predictive models and indicate a new flexible video
prediction architecture with a Motion Highway, which can
significantly improve the ability to predict changeable mo-
tions and avoid motion vanishing for stacked multiple-layer
predictive models. With high flexibility, this framework can
adapt to a series of models for deterministic spatiotemporal
prediction. Our MotionRNN can yield significant improve-
ments on three challenging benchmarks for video prediction
with spacetime-varying motions.

1. Introduction
Real-world motions are extraordinarily complicated and

are always varying in both space and time. It is extremely
challenging to accurately predict motions with space-time
variations, such as the deformation, accumulation, or dissi-
pation of radar echoes in precipitation forecasting. Recent
advanced deterministic video prediction models, such as
PredRNN [36], MIM [37] and Conv-TT-LSTM [26] mainly
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Figure 1. Two cases of real-world spacetime-varying motions. The
movements F l

t (shown in black arrows) of human legs or radar
echoes can be decomposed into transient variation and motion
trend. Our MotionRNN captures the transient variation F ′

t (blue
arrows) and the motion trend Dl

t (red arrows) simultaneously.

focus on capturing the simple state transitions across time.
They overlook the complex variations within the motions so
that they cannot predict accurately under the highly chang-
ing scenario. Besides, optical-flow based methods [22, 20]
use local-invariant state transitions to capture the short-term
temporal dependency but lack the characterization of long-
term motion trends. These methods may degenerate signif-
icantly when modeling ever-changing motions.

We observe that physical world motions can be naturally
decomposed into the transient variation and motion trend.
The transient variation can be seen as the deformation, dis-
sipation, speed change or other variations of each local re-
gion instantly. As shown in Figure 1, when a person is run-
ning, different parts of the body will have various transient
movement changes across time, e.g. the left and the right
legs are taken forward alternately. Moreover, the natural
spatiotemporal processes are following the rule of the trend,
especially for physical motions. In the running scenario of
Figure 1, the body sways up and down at each time step, but



the man keeps moving forward from left to right following
the unchanging tendency. The motion follows the character-
istics behind the physical world in a video sequence, such
as inertia for objects, meteorology for radar echoes, or other
physical laws, which can be seen as the motion trend of the
video. Considering the decomposition of the motion, we
should capture the transient variation and the motion trend
for better space-time varying motion prediction.

We go beyond the previous state-of-the-art methods for
deterministic spatiotemporal prediction [36, 37, 26] and
propose a novel MotionRNN framework. To enable more
expressive modeling of the spacetime-varying motions, Mo-
tionRNN adapts a MotionGRU unit for high-dimensional
hidden-state transitions, which is specifically designed to
capture the transient variation and the motion trend respec-
tively. Inspired by the residual shortcuts in the ResNet [10],
we improve the Motion Highway across layers within our
framework to prevent the captured motions from vanishing
and provide useful contextual spatiotemporal information
for the MotionRNN. Our MotionRNN is flexible and can be
easily adapted to the existing predictive models. Besides,
MotionRNN achieves new state-of-the-art performance on
three challenging benchmarks: a real-world human motion
benchmark, a precipitation nowcasting benchmark, and a
synthetic varied flying digits benchmark. The contributions
of this paper are summarized as follows:

• Based on the key observation that the motion can
be decomposed to transient variation and the motion
trend, we design a new MotionGRU unit, which could
capture the transient variation based on the spatiotem-
poral information and obtain the motion trend from the
previous accumulation in a unified way.

• We propose the MotionRNN framework, which unifies
the MotionGRU and a new Motion Highway structure
to make spacetime-varying motions more predictable
and to mitigate the problem of motion vanishing across
layers in the existing predictive models.

• Our MotionRNN achieves the new state-of-the-art per-
formance on three challenging benchmarks. And it is
flexible to be applied together with a rich family of
predictive models to yield consistent improvements.

2. Related Work
2.1. Deterministic Video Prediction

Recurrent neural networks (RNNs) have been wildly
used in the field of video prediction to model the tempo-
ral dependencies in the video [19, 17, 24, 7, 6, 15, 22, 12,
32, 20, 9, 38, 26]. To learn spatial and temporal content and
dynamics in a unified network structure, Shi et al. [21] pro-
posed the convolutional LSTM (ConvLSTM), extending the

LSTM with convolutions to maintain spatial information
in the sequence model. The fusion of CNNs and LSTMs
makes the predictive models capable to capture the spa-
tiotemporal information. Finn et al. extended ConvLSTM
for robotics to predict the transformation kernel weights be-
tween robot states. Wang et al. [36] introduced PredRNN,
which makes the memory state update along a zigzag state
transition path across stacked recurrent layers using the ST-
LSTM cell. For capturing long-term dynamics, E3D-LSTM
[35] incorporated 3D convolution and memory attention
into the ST-LSTM, which can capture the long-term video
dynamics. Su et al. [26] presented a high-order convolution
LSTM (Conv-TT-LSTM) to learn the spatiotemporal corre-
lations by combining the history convolutional features.

Still, previous spatiotemporal predictive models mainly
focus on spatiotemporal state transitions but ignore inter-
nal motion variations. When it comes to instantly-changing
motions, these predictive models may not behave well. To
learn the coherence between frames, some video prediction
methods are based on the optical flow [27, 23]. SDC-Net
[20] learns the transformation kernel and kernel offsets be-
tween frames based on the optical flow. TrajGRU [22] also
follows the idea of optical flow to learn the receptive area
offsets for a special application of precipitation nowcasting.
Villegas et al. [31] leveraged the optical flow for short-term
dynamic modeling. These optical-flow based methods cap-
ture the short-term temporal dynamics effectively. How-
ever, they only treat the video as the instantaneous transla-
tion of pixels between adjacent frames and may ignore the
motion trend of object variations.

Note that these methods are generally based on the RNN,
such as LSTMs. In this paper, we propose a flexible external
module for RNN-based predictive models without changing
their original predictive framework. Unlike previous predic-
tive learning methods, our approach focuses on modeling
the within-motion variations, which could learn the explicit
transient variation and remember the motion trend in a uni-
fied way. Our method naturally complements existing meth-
ods for learning spatiotemporal state transitions and can be
applied with them for more powerful video prediction.

2.2. Stochastic Video Prediction

In addition to these deterministic video prediction mod-
els, some recent literature has explored the spatiotempo-
ral prediction problem by modeling the future uncertainty.
These models are based on adversarial training [16, 33, 28]
or variational autoencoders (VAEs) [1, 28, 7, 14, 30, 4, 8].
These stochastic models could partially capture the spa-
tiotemporal uncertainty by estimating the latent distribution
for each time step. They did not attempt to explicitly model
the motion variation, which is different from our Motion-
RNN. Again, MotionRNN can be readily applied with these
stochastic models by replacing their underlying backbones.



3. Methods
Recall our observation as shown in Figure 1: real-world

motions can be decomposed into the transient variation and
motion trend. In the spirit of this observation, we propose
the flexible MotionRNN framework with a motion highway,
which could effectively enhance the ability to adapt to the
spacetime-varying motions and avoid the motion vanishing.
Further, we propose a specifically designed unit named Mo-
tionGRU, which can capture the transient variation and mo-
tion trend in a unified recurrent cell. This section will first
describe the MotionRNN architecture and illustrate how to
adapt MotionRNN to the existing RNN-based predictive
models. Next, we will present the unified modeling of tran-
sient variation and motion trend in the MotionGRU unit.

3.1. MotionRNN

Typically, RNN-based spatiotemporal predictive mod-
els are in the forms of stacked blocks, as shown in Fig-
ure 2. Here we use each block to indicate the predictive
RNN unit, such as ConvLSTM [21] or ST-LSTM [36]. In
this framework, the hidden states transit between predictive
blocks and are controlled by the inner recurrent gates. How-
ever, when it comes to spacetime-varying motions, the gate-
controlled information flow would be overwhelmed by in-
cessantly making quick responses to the transient variations
of motions. Besides, it also lacks motion trend modeling.
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Figure 2. An overview of typical architecture of predictive frame-
works: RNN-based spatiotemporal predictive networks (left), Mo-
tionRNN framework (right) which embeds the MotionGRU (blue
circles) between layers of the original models. The blue dashed
lines between stacked layers present the Motion Highway.

To tackle the challenge of spacetime-varying motions
modeling, the MotionRNN framework incorporates the Mo-
tionGRU unit between the stacked layers as an operator
without changing the original state transition flow (Figure
2). MotionGRU can capture the motion and conduct a state
transition to the hidden states based on the learned motion.
However, we find that motion will blur and even vanish
when the transited features pass through multi-layers. Mo-
tivated by this observation, MotionRNN introduces the Mo-
tion Highway to provide an alternative quick route for the
motion context information. We find that Motion Highway
could effectively avoid motion blur and constrain the object
in the right location from the visualization in Figure 6.

In detail, the MotionRNN framework inserts the Motion-
GRU between layers of the original RNN blocks. Take Con-
vLSTM [21] as an example. After the first layer, the overall
equations for the l-th layer at time step t are as follows:

X l
t ,F l

t ,Dl
t = MotionGRU(Hl

t,F l
t−1,Dl

t−1)

Hl+1
t , Cl+1

t = Block(X l
t ,Hl+1

t−1, C
l+1
t−1)

Hl+1
t = Hl+1

t + (1− ot)�Hl
t,

(1)

where l ∈ {1, 2, · · · , L}. Tensors F l
t and Dl

t denote the
transient filter and the trending momentum from Motion-
GRU respectively. We will give detailed descriptions to Mo-
tionGRU in the next section. The input X l

t of the Block has
been transited by MotionGRU. Hl+1

t−1, Cl+1
t−1 are the hidden

state and memory state from the previous time step respec-
tively, which are the same as original predictive blocks. ot
is the output gate of the RNN-based predictive block, which
reveals the constantly updated memory in LSTMs.

The last equation presents the motion highway, which
compensates the predictive block’s output by the previous
hidden stateHl

t. We reuse the output gate to expose the de-
sired unchanging content information. This highway con-
nection provides extra details to the hidden states and bal-
ances the invariant part and the changeable motion part.

Note that MotionRNN does not change the state transi-
tion flows in the original predictive models. Thus, with this
high flexibility, MotionRNN can adapt to a rich family of
predictive frameworks, such as ConvLSTM [21], PredRNN
[36], MIM [37], E3D-LSTM [35], and other RNN-based
predictive models. It can significantly enhance spacetime-
varying motion modeling of the existing predictive models.

3.2. MotionGRU

As mentioned above, towards modeling the spacetime-
varying motions, our approach presents the MotionGRU
unit to conduct motion-based state transitions by modeling
the motion variation. In video prediction, the motion can be
presented as pixels displacement corresponding to the hid-
den states transitions in RNNs. We use the MotionGRU to
learn the pixel offsets between adjacent states. The learned
pixel-wise offsets are denoted by motion filter F l

t . Consid-
ering that real-world motions are the composition of tran-
sient variations and motion trends, we specifically design
two modules in the MotionGRU to model these two com-
ponents respectively (Equation 4).

3.2.1 Transient Variation

In a video, the transient variation at each time step is not
only based on the spatial context but also presents high tem-
poral coherence. For example, the waving hands of a man
follow a nearly continuous arm rotation angle between adja-
cent frames. Motivated by the spatiotemporal coherence of
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Figure 3. MotionGRU unit’s architecture. The blue part is to cap-
ture the transient variation F ′

t . The trending momentum Dl
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mulates the motion tendency in an accumulation way (red part).

transient variations, we adapt a ConvGRU [22] to learn the
transient variation. With this recurrent convolutional net-
work, the learned transient variation could consider the in-
stant states and maintain the spatiotemporal coherence of
variations. The equations of the transient-variation learner
of the l-th MotionGRU at time step t are shown as follows:

ut = σ
(
Wu ∗ Concat([Enc(Hl

t),F l
t−1])

)
rt = σ

(
Wr ∗ Concat([Enc(Hl

t),F l
t−1])

)
zt = tanh

(
Wz ∗ Concat([Enc(Hl

t), rt �F l
t−1])

)
F ′t = ut � zt + (1− ut)�F l

t−1.

(2)

We use F ′t = Transient
(
F l

t−1,Enc(Hl
t)
)

to summarize the
above equations. σ is the sigmoid function, Wu, Wr and
Wz denotes the 1 × 1 convolution kernel, ∗ and � denote
the convolution operator and the Hadamard product respec-
tively. ut and rt are the update gate and reset gate in Con-
vGRU [22], and zt is the reseted feature of current moment.
Enc(Hl

t) encodes the input from the last predictive block.
F l

t−1 presents motion filter from the previous time step for
capturing the transient variations. Transient variationF ′t for
current frame is calculated with the update gate ut. Note
that transient variation F l

t presents the transition of each
pixel’s position between adjacent states. Thus, all the gates,
zt, and F l

t are in the offset space, which are learned filters
and different from spatiotemporal statesHl

t, Clt.

3.2.2 Trending Momentum

In the running scenario, the man’s body sways up and down
at each step while the man keeps moving forward. In this
case, the motion is following a forward trend. In video pre-
diction, we usually have to go through the whole frame se-
quence to get the motion trend. However, the future is un-
reachable. This dilemma is similar to reward prediction in
reinforcement learning. Inspired by Temporal Difference
learning [27], we use an accumulating way to capture the
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Figure 4. State transitions by MotionGRU. The motion filter F l
t

is combined by the transient variation (blue square) and trending
momentum (red square). The new transited state is obtained by
the Warp operation based on the learned motion filter.

pattern of motion variation. We use the previous motion fil-
ter F l

t−1 as the estimation of the current motion trend and
get the momentum update function as follows:

Dl
t = Dl

t−1 + α
(
F l

t−1 −Dl
t−1

)
, (3)

where α is the step size of momentum update and Dl
t is the

learned trending momentum. We denote the above equa-
tion as Dl

t = Trend
(
F l

t−1,Dl
t−1

)
. With momentum up-

date,Dl
t convergences to the weighted sum of motion filters

F l
t , which can be viewed as the motion trend in the past

period. In the running example (Figure 4), F l
t−1 presents

the motion of the last moment and Dl
t denotes the forward

trend learned from the past. By momentum updating, this
tendency estimation is of larger coefficient over time. Note
that the trending momentum Dl

t is the momentum update
of motion filter F l

t and is also in the offset space, which
presents the learned motion trend of pixels in a video.

3.2.3 Overall Procedure for MotionGRU

By implementing the key observation of motion decompo-
sition, we design MotionGRU as the following procedure:

F ′t = Transient
(
F l

t−1,Enc(Hl
t)
)

Dl
t = Trend

(
F l

t−1,Dl
t−1

)
F l

t = F ′t +Dl
t

ml
t = Broadcast

(
σ(Whm ∗ Enc(Hl

t))
)

H′t = ml
t �Warp

(
Enc(Hl

t),F l
t

)
gt = σ

(
W1×1 ∗ Concat([Dec(H′t),Hl

t])
)

X l
t = gt �Hl

t−1 + (1− gt)� Dec(H′t),

(4)

where t denotes the time step and l ∈ {1, · · · , L} de-
notes the current layer, Transient(·) and Trend(·) present
the transient-variation learner and trending-momentum up-
dater respectively. F ′t and Dl

t denote the transient variation
and trending momentum of the current frame. Based on the



observation of motion decomposition, the motion filter F l
t

is the combination of transient variation and trending mo-
mentum. ml

t is the mask for motion filter and Broadcast(·)
means the broadcast operation with kernelWhm to keep ten-
sor dimension consistent toH′t.

For the state transition, we use the warp operation [2, 3]
to map the pixels from the previous state to the position in
the next state, which is widely used in different fields of
video analysis, such as video style transfer [5] and video
restoration [34]. Here Warp(·) denotes the warp operation
with bilinear interpolation. As shown in Figure 4, warp-
ing the previous state by the learned motion F l

t , we can
explicitly incorporate motion variation into the transition of
hidden states. More details about the warp operation in Mo-
tionGRU can be found in the supplementary materials. As
shown in Figure 3, the final output X l

t of MotionGRU is a
gate gt controlled result from the input Hl

t and the decoder
output, in which the decoder output has been explicitly tran-
sited by warp operation based on the motion filter F l

t .
Overall, by capturing the transient variation and motion

trend separately and fusing them in a unified unit, Motion-
GRU can effectively model the spacetime-varying motions.
With MotionGRU and Motion Highway, our MotionRNN
framework can be applied to scenarios with ever-changing
motions, which seamlessly compensates existing models.

4. Experiments
We extensively evaluate our proposed MotionRNN on

the following three challenging benchmarks.

Human motions. This benchmark is built on the Hu-
man3.6M [11] dataset, which contains human actions from
real world of 17 different scenarios with 3.6 million poses.
We resize each RGB frame to the resolution of 128 × 128.
Real-world human motion is much more complicated. For
example, when a person is walking, different parts of the
human body will have diverse transient variations, e.g. the
arms and legs are bending, the body is swaying. The com-
plex motion variations will make the prediction of real hu-
man motion a really challenging task.

Precipitation nowcasting. Precipitation nowcasting is
a vital application of video prediction. It is challenging to
predict the accumulation, deformation, dissipation, or dif-
fusion of radar echos reflecting severe weather. This bench-
mark uses the Shanghai radar dataset, which contains evolv-
ing radar maps from Shanghai weather bureau. The Shang-
hai dataset has 40, 000 consecutive radar observations, col-
lected every 12 minutes, with 36, 000 sequences for training
and 4, 000 for testing. Each frame is resized to the resolu-
tion of 64× 64.

Varied moving digits. We introduce the Varied Mov-
ing MNIST (V-MNIST) dataset consisting of sequences of

frames with a resolution of 64 × 64. Previous Moving
MNIST [25] or Moving MNIST++ [22] digits move with
a lower velocity without digits variations. By contrast, our
varied Moving MNIST forces all digits to move, rotate, and
scale simultaneously. The V-MNIST are generated on the
fly by sampling two different MNIST digits, with 100, 000
sequences for training and 10, 000 for testing.

Backbone models. To verify the universality of Motion-
RNN, we use the following predictive models as our back-
bone models including ConvLSTM [21], PredRNN [36],
MIM [37] and E3D-LSTM [35]. On all benchmarks, our
MotionRNN based on these models has four stacked blocks
with 64-channel hidden states. For E3D-LSTM, we replace
the encoder and decoder inside the MotionGRU with 3D
convolutions to downsample the 3D feature map to 2D and
keep the other operations unchanged.

Implementation details. Our method is trained with the
L1+L2 loss [35] to enhance the sharpness and smoothness
of the generated frames simultaneously, using the ADAM
[13] optimizer with an initial learning rate of 3×10−4. The
momentum factor α is set to 0.5. For memory efficiency,
the learned filter size of MotionGRU is set to 3 × 3. The
batch size is set to 8, and the training process is stopped af-
ter 100, 000 iterations. All experiments are implemented in
PyTorch [18] and conducted on NVIDIA TITAN-V GPUs.

4.1. Human Motion

Setups. We follow the experimental setting in MIM [37],
which uses the previous 4 frames to generate the future
4 frames. As for evaluation metrics, we use the frame-
wise structural similarity index measure (SSIM), the mean
square error (MSE), the mean absolute error (MAE) to eval-
uate our models. Besides these common metrics, we also
use the Fréchet Video Distance (FVD) [29], which is a met-
ric for qualitative human judgment of generated videos. The
FVD could measure both the temporal coherence of the
video content and the quality of each frame.

Results. As shown in Table 1, our proposed MotionRNN
promotes diverse backbone predictive models with consis-
tent improvement in quantitative results. Significantly, with
MotionRNN the performance improves 29% in MSE and
22% in MAE using the PredRNN as the backbone. Our ap-
proach also promotes the FVD, which means the prediction
performs better in motion consistency and frame quality. To
our best knowledge, MotionRNN based on PredRNN has
achieved the state-of-the-art performance on Human3.6M.
As for qualitative results, we show a case of walking in Fig-
ure 5. In this case, the human has a left movement tendency
with transient variations across different body parts. The
frames generated by MotionRNN are richer in detail and
less blurry than those of other models, especially for the



Table 1. Quantitative results of Human3.6M upon different net-
work backbones ConvLSTM [21], MIM [37], PredRNN [36] and
E3D-LSTM [35]. A lower MSE, MAE or FVD, or a higher SSIM
indicates a better prediction.

Method SSIM MSE/10 MAE/100 FVD
TrajGRU [22] 0.801 42.2 18.6 26.9
Conv-TT-LSTM [26] 0.791 47.4 18.9 26.2
ConvLSTM [21] 0.776 50.4 18.9 28.4
+ MotionRNN 0.800 44.3 18.6 26.9
MIM [37] 0.790 42.9 17.8 21.8
+ MotionRNN 0.841 35.1 14.9 18.3
PredRNN [36] 0.781 48.4 18.9 24.7
+ MotionRNN 0.846 34.2 14.8 17.6
E3D-LSTM [35] 0.869 49.4 16.6 23.7
+ MotionRNN 0.881 44.5 15.8 21.7
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Figure 5. Prediction frames on the human motion benchmark.

arms and legs. PredRNN and MIM may present the predic-
tion in good sharpness but fail to bend the left elbow, and
the predicted legs are also blurry. By contrast, MotionRNN
could predict the sharpest sequence compared with previ-
ous methods and largely enrich the detail for each part of
the body, especially for the arms and legs. What’s more, the
pose prediction for the arms and the legs is also predicted
more precisely, which means our approach could not only
maintain the details but perform well in motion capturing.

Parameters and computations analysis. We measure
the complexity in terms of both model size and computa-

Table 2. Parameters and computations comparison of MotionRNN
using diverse backbone models. FLOPs denotes the number of
multiplication operations for a human sequence prediction, which
predicts the future 4 frames based on the previous 4 frames.

Method Params(MB) FLOPs(G) MSE∆

ConvLSTM 4.41 31.6 -
+ MotionRNN 5.21(↑ 18%) 36.6(↑ 16%) 12%
PredRNN 6.41 46.0 -
+ MotionRNN 7.01(↑ 9.3%) 49.5(↑ 7.6%) 29%
MIM 9.79 70.2 -
+ MotionRNN 10.4(↑ 6.2%) 73.7(↑ 5.0%) 18%
E3D-LSTM 20.4 292 -
+ MotionRNN 21.3(↑ 4.4%) 303(↑ 3.8%) 10%

Table 3. The ablation of MotionRNN with respect to Motion High-
way (MH), Transient Variation (TV) and Trending Momentum
(TM) on the Human3.6M dataset. ∆ denotes the MSE improve-
ments over PredRNN.

Method MH TV TM MSE
10

∆

PredRNN 48.4 -
+ Motion Highway

√
42.5 12%

+ MotionGRU w/o Momentum
√

41.5 14%
+ MotionGRU w/o Transient

√
43.5 10%

+ MotionGRU
√ √

40.3 17%
+ MotionRNN w/o Momentum

√ √
38.9 20%

+ MotionRNN w/o Transient
√ √

40.6 16%
+ MotionRNN

√ √ √
34.2 29%

tions, as shown in Table 2. MotionRNN improves the per-
formance of the PredRNN significantly (MSE: 48.4→ 34.2,
SSIM: 0.781→ 0.846) with only 9.3% additional parame-
ters and 7.6% increased computations. The increase of the
model size is the same among different predictive frame-
works because MotionRNN is only used as an external op-
erator for hidden states across layers. The growth of the
computations is also controllable. Based on these observa-
tions, we can see that our MotionRNN is a flexible model,
which can improve the performance significantly on spa-
tiotemporal variation modeling without significant sacrifice
in model size or computation cost.

Ablation study. As shown in Table 3, we analyze the
effectiveness of each part from our MotionRNN. Only
by adopting the Motion Highway we could get a fairly
good promotion (12%↑) indicating the Motion Highway
can maintain the information of the motion context and
compensate existing models for the additional useful infor-
mation. Only adopting the MotionGRU without Motion
Highway makes the MotionRNN achieve 17% improve-
ment. From the quantitative results described in Table 3,
we could easily find that the Motion Highway and Motion-
GRU can promote each other and achieve better improve-
ment (29%↑). Furthermore, from the qualitative results



shown in Figure 6, we can find without the Motion High-
way, the predictions lose details of the arms and have the
positional skewing. Thus we can verify the effect of our
Motion Highway, which can compensate necessary con-
tent details to the MotionGRU and constrained the mo-
tion in the right area. More visualization can be found in
supplementary materials. Besides, the learned trending mo-
mentum and transient variation give 9% and 13% extra pro-
motions respectively, indicating that both parts of motion
decomposition are effective for video prediction.

Ground
Truth

PredRNN
+MotionRNN

PredRNN
+MotionRNN

-Motion Highway

! = 5

! = 5

! = 5

! = 6

! = 6

! = 6

! = 7

! = 7

! = 7

! = 8

! = 8

! = 8

Figure 6. The qualitative case for the ablation study of the Motion
Highway, using the red box to box out of the body.

Figure 7. The sensitivity analysis of hyper-parameter α.

Hyper-parameters. We show the sensitivity analysis of
the training hyper-parameter α for trending momentum in
Figure 7. Our MotionRNN based on PredRNN and Con-
vLSTM achieves great performance when α = 0.5 and is
robust and easy to tune in the range of 0.5 to 0.7. We have
similar results on the other two benchmarks and thus set α
to 0.5 throughout the experiments.

4.2. Precipitation Nowcasting

Setups. We forecast the next 10 radar echo frames
from the previous 5 observations, covering weather con-
ditions in the next two hours. We use the gradient dif-
ference loss (GDL) [16] to measure the sharpness of the
prediction frames. A lower GDL indicates a higher sharp-
ness similarity of ground truth. Further, for radar echo
intensities, we convert the pixel values in dBZ and com-
pare the Critical Success Index (CSI) with 30 dBZ, 40
dBZ, 50 dBZ as thresholds, respectively. CSI is defined as

Table 4. Quantitative results of the Shanghai dataset upon different
network backbone. A lower GDL or a higher CSI means a better
prediction performance.

Method SSIM GDL CSI30 CSI40 CSI50
TrajGRU 0.815 13.9 0.576 0.545 0.484
Conv-TT-LSTM 0.820 13.6 0.571 0.530 0.469
ConvLSTM 0.837 12.3 0.624 0.605 0.560
+ MotionRNN 0.850 11.9 0.646 0.629 0.586
MIM 0.849 11.3 0.654 0.646 0.609
+ MotionRNN 0.863 11.1 0.668 0.654 0.614
PredRNN 0.841 11.9 0.633 0.622 0.581
+ MotionRNN 0.865 10.9 0.678 0.664 0.623
E3D-LSTM 0.842 12.7 0.615 0.615 0.590
+ MotionRNN 0.880 9.67 0.671 0.659 0.621

PredRNN

PredRNN
+MotionRNN

Ground Truth & PredictionsInputs

! = 1 ! = 3 ! = 5 ! = 7 ! = 9 ! = 11 ! = 13 ! = 15

PredRNN

PredRNN
+MotionRNN

Figure 8. Prediction examples on the Shanghai radar echo dataset.

CSI = Hits
Hits+Misses+FalseAlarms , where hits correspond to the

true positive, misses correspond to the false positive, and
false alarms correspond to the false negative. A higher CSI
indicates better forecasting performance. Compared with
MSE, the CSI metric is particularly sensitive to the high-
intensity echoes, always with high changeable motions.

Results. We provide quantitative results in Table 4, our
MotionRNN using the state-of-the-art model E3D-LSTM
achieves 24% improvement on the GDL metric, indicat-
ing our MotionRNN could produce the most sharpness
predicted sequence. With our MotionRNN, the predictive
frameworks could significantly improve various CSI met-
rics with different thresholds, which demonstrates that our
approach can make predictions well on the changeable radar
echos. As shown in Figure 8, MotionRNN predicts the mo-
tion more precisely in qualitative results. In the top case,
there is a cyclone in which the motion contains moving up
and anticlockwise rotation. PredRNN could roughly predict
the cyclone positions but suffers from blurring. Focusing on
the center part of prediction at t = 15, MotionRNN fore-



casts the exact rotation trend, but the echoes predicted from
PredRNN is just a block without cyclone rotation details.
In the bottom case, the echoes have an upward-diffusion
movement and a slight anticlockwise rotation simultane-
ously. Our approach provides more details for the diffusion
than PredRNN. We find many small cloud clusters in the
right-bottom area and a more subtle outline of the center
part. We believe such an accurate, fine-grained prediction
will be very valuable for severe weather forecasting.

Motion trend visualization. To have a better view of the
learned motion trend, we visualized the D1

t , the trending
momentum of the first layer MotionGRU. We use the ar-
rows to show the direction of the offsets, which represent
the motion trend. The details about visualization operations
are shown in the supplementary materials. In Figure 9, the
center arrows show a moving up and anticlockwise rota-
tion. The bottom arrows indicate the downward-motion of
a cyclone’s small tile. This visualization exactly shows that
MotionRNN could capture the motion trend and have the
ability to model the spacetime-varying motion in radar.

! = 2 ! = 6 ! = 10 ! = 14

MotionRNN  Learned Trending Momentum ()*

Ground Truth

Figure 9. The visualization of learned motion tendency, which
shows the motion direction. The arrows are calculated from D1

t .

4.3. Varied Moving Digits

Setups. We predict the future 10 frames based on the pre-
vious 10 frames. We use MSE, SSIM, GDL, and Peak Sig-
nal to Noise Ratio (PSNR) as evaluation metrics. Compared
with the original Moving MNIST++ dataset, the sequences
in our proposed varied Moving MNIST (V-MNIST) dataset
are in lots of variations, such as faster moving speed, higher
speed rotation, and scaling.

Results. With MotionRNN, the backbone models could
get a consistent improvement in all metrics, as presented in
Table 5. Especially in PredRNN, the predictions gain an ex-
cellent promotion in MSE and GDL. In the case of Figure
10, the digits move with rotation, which makes the predic-
tion task harder. Previous models fail in giving the predic-
tion with enough sharpness and clear strokes. As shown in
the bottom line, with MotionRNN, PredRNN presents more
satisfactory and sharper results.

Table 5. Quantitative results of V-MNIST. Higher PSNR means
better prediction.

Method MSE SSIM PSNR GDL
TrajGRU 109 0.515 15.9 69.3
Conv-TT-LSTM 71.1 0.744 18.4 53.6
E3D-LSTM 57.6 0.852 19.7 44.6
+ MotionRNN 52.8 0.867 20.3 42.4
ConvLSTM 47.0 0.845 20.6 41.8
+ MotionRNN 44.4 0.861 20.9 40.3
MIM 34.6 0.888 22.3 34.6
+ MotionRNN 28.9 0.906 23.1 30.9
PredRNN 35.6 0.891 22.1 34.7
+ MotionRNN 25.1 0.920 24.0 27.7

Inputs

Ground truth future

ConvLSTM

MIM

PredRNN

PredRNN+MotionRNN

Figure 10. Prediction examples of V-MNIST.

5. Conclusion
In this paper, we have presented a flexible MotionRNN

framework to predict spacetime-varying motions. Based on
the observation that the motion can be decomposed to tran-
sient variation and the motion trend, we design the Motion-
GRU to capture the transient variation of the motion and the
motion tendency respectively. By incorporating the Motion-
GRU to RNN-based predictive frameworks with the motion
highway, MotionRNN can model the motion explicitly in
state transitions and avoid the motion vanishing. With high
flexibility, we apply MotionRNN with a series of predictive
models to achieve significant promotions and state-of-the-
art performance on three challenging prediction tasks.
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