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Abstract
Attribute-based approaches and attention-based ap-
proaches have been proven to be effective in im-
age captioning. However, most attribute-based ap-
proaches simply predict attributes independently
without taking the co-occurrence dependencies a-
mong attributes into account. Most attention-based
captioning models directly leverage the feature map
extracted from CNN, in which many features may
be redundant in relation to the image content. In
this paper, we propose an attribute-driven attention
model for image captioning. We focus on training
a good attribute-inference model via the recurrent
neural network (RNN) for image captioning, where
the co-occurrence dependencies among attributes
can be maintained. The uniqueness of our infer-
ence model lies in the usage of a RNN with the
visual attention mechanism to observe the image
before generating captions. Additionally, it is no-
ticed that compact and attribute-driven features will
be more useful for the attention-based captioning
model. Therefore, we extract the context feature for
each attribute, and enable the captioning model to
adaptively attend to these context features. We ver-
ify the effectiveness and superiority of the proposed
approach over other captioning approaches by con-
ducting massive experiments and comparisons on
the MS COCO image captioning dataset.

1 Introduction
Image captioning enables machines to understand an image
and generate a descriptive caption for it. It is challenging due
to: 1) accurately recognizing all concepts attached to the giv-
en image, including objects, attributes, relationships, etc., is
problematic; and 2) teaching machines to mimic how humans
verbally describe an image does not seem easy. However, this
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Caption: There are women laughing under the umbrella.

ATT

Figure 1: Top: the proposed framework for predicting the attributes
of the given image. We regard the attribute prediction as a sequential
learning process and adopt the encoder-decoder framework to infer
the attributes. Bottom: We obtain attribute information and its cor-
responding attention maps, which are used as the context features in
the proposed approach. The attributes include object terms (women,
umbrella), relational terms (under) and descriptive terms.

topic is of great significance to the ultimate goal of scene un-
derstanding, and thus attracts much attention from academia
and industry.

So far, many pioneering works [Karpathy and Li, 2015;
Mao et al., 2015; Vinyals et al., 2015; Jia et al., 2015] have
been proposed for image captioning. Early works usually
adopted an encoder-decoder framework, where the informa-
tion of an image is encoded into a static representation by a
convolutional neural network (CNN), and a recurrent neural
network (RNN), e.g., Long Short-Term Memory (LSTM), is
employed as a decoder to interpret it into sentences.

In spite of great advances, these CNN-RNN captioning
models exploit the word generation on the basis of the im-
age representation directly, without explicitly taking more
high-level semantic information from image into considera-
tion [Yao et al., 2017]. Later on, it has been verified that
attributes with rich semantic cues about the image are ef-
fective in captioning [Yao et al., 2017; Wu et al., 2016;
Liu et al., 2017]. To integrate the attribute information into



the decoder RNN, they regarded the attribute prediction as a
multiple single-label classification problem and extend CNN
to predict attributes independently.

However, strong co-occurrence dependencies are common
among attributes. For example, sea usually appears together
with wave, but rarely co-occurs with cars. On the other hand,
the attributes are composed of relational terms and descrip-
tive terms, apart from the object terms. We claim that model-
ing the dependencies among attributes can facilitate the infer-
ence of relational terms. For example, in Fig. 1, object terms,
women and umbrella, can help to recognize the relational ter-
m, under. Since the RNN can model the relationship among
elements in a sequential manner by storing the dependencies
in its internal memory, it is more natural and appropriate to
adopt the RNN to infer the attributes, especially for the rela-
tional terms.

Besides, it is noticed that most attention-based captioning
models directly attend to the feature map obtained from the
CNN. The information of the feature map can be redundant
or irrespective of the content of the image due to the uniform
grid of equally sized and shaped receptive fields for feature
map [Anderson et al., 2017]. For example, for the image in
Fig. 1, the regions of background (indicated by the red arrow)
may be irrespective of the image content, and the features
for regions resembling in each other (indicated by the yellow
arrow), are redundant. Therefore, a more compact represen-
tation for images should be explored for attention, so that the
attention results can more precisely capture the visual infor-
mation related to the predicted word.

In this paper, we propose an attribute-driven attention mod-
el for image captioning. Firstly, instead of simply adopting
a CNN to predict the attributes, we employ a CNN-RNN
framework with the attention mechanism to predict attributes,
where CNN provides feature representations and RNN acts
as an inference module to predict the attributes. Secondly, we
extract the context features corresponding to the attributes, as
illustrated in Fig. 1, and incorporate them with the attribute
information into the captioning model. In this way, the co-
occurrence dependencies among attributes can be maintained
in the memory of the RNN. Besides, the context features de-
rived from the supervision of attributes are more semantically
related to the image content, and thus are more compact than
the feature map from CNN.

Overall, our contributions are three-fold:

• We model the co-occurrence dependencies among at-
tributes by adopting a CNN-RNN framework and incor-
porating the visual attention mechanism for attribute de-
tector.

• We filter the redundant or irrelevant features in relation
to the image content by extracting the context features
for attributes, and integrate them with the attribute infor-
mation into the captioning model.

• We show the effectiveness and superiority of the pro-
posed approach by conducting a massive of experiments
and comparisons with other approaches on the MS CO-
CO image captioning dataset.

2 Related Work

There have been many pioneering neural network-based
works for image captioning. The early neural network-based
works [Mao et al., 2015; Vinyals et al., 2015] aim to explore
the way of aligning the visual feature and the semantic fea-
ture. They simply compressed the image information into a
single and static representation, which can lead to losing in-
formation that could be useful for richer, more descriptive
captions [Xu et al., 2015]. Besides, the feature representa-
tions are extracted from a CNN directly and thus lack more
high-level semantic information.

Attribute-based approaches. Attribute-based approaches
aim at boosting the performance of a captioning model with
the more high-level semantic information. You et al. [2016]
proposed a semantic attention model to selectively attend to
the most related attributes during caption generation. Liu et
al. [2017] treated the attribute information as a semantic regu-
larisation for the captioning model. Yao et al. [2017] regarded
the attributes as the auxiliary information and explored differ-
ent ways to incorporate them into captioning. These works
achieved inspiring results by incorporating the attribute in-
formation into the captioning model. However, they simply
predict the attributes with a CNN, without considering the
co-occurrence dependencies among attributes. In this paper,
we aim at modeling the co-occurrence among attributes via
employing both the CNN and the RNN.

Visual attention models. Inspired by the presence of at-
tention in the human visual system, Xu et al. [2015] firstly
proposed soft attention and hard attention to make the de-
coder exposed to different aspects of image information at
each time step. Chen et al. [2017a] thought that the atten-
tion should be spatial and channel-wise, and proposed SCA-
CNN model to selectively attend to both salient regions and
salient semantic patterns. Anderson et al. [2017] pre-trained
an object detection model on another dataset, and used it to
obtain image feature at concept level for attention. Our ap-
proach feeds the attention model with the context features
corresponding to the predicted attributes, which is similar to
the idea in [Anderson et al., 2017]. But unlike [Anderson et
al., 2017], where an object detection model is pre-trained on a
large dense captioning dataset with precise position informa-
tion about the concepts in images, our model does not need
a pre-trained object detection model and is trained on image
captioning dataset without assistant datasets. Please note that
we can also leverage other large datasets to boost the perfor-
mance of the attribute prediction, which is out of the scope of
this paper and is left as our future work.

Multi-label classification. Another related work is the
multi-label classification domain. Our attribute prediction
model is similar to [Wang et al., 2016; Liu et al., 2017].
But their works are built on the standard datasets for multi-
label classification task, which means that labels of images
for training are annotated by humans. While in our work, the
attributes are obtained from the captions corresponding to im-
ages, which consist of not only object terms and descriptive
terms but also relational terms, and thus are more diverse and
more in quantity.
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Figure 2: The framework of the proposed model, including three components: the inference module (in blue box), the attention module (in
green box) and the generation module (in red box). “SOS” and “EOS” indicate the start and the end of the sequence, respectively.

3 Methodology
In this section, we introduce the whole framework of the pro-
posed approach in detail. As illustrated in Fig. 2, our model
is composed of three components: the inference module, the
attention module and the generation module. The inference
module aims to predict the attributes and produce their ob-
served context features in a sequential manner. The genera-
tion module attempts to generate the sentence word by word,
on the basis of the image information. And the attention mod-
ule interacts with the inference module and the generation
module and provides different types of features, e.g., v∗t and
c∗t for them.

3.1 Encoder-Decoder Framework
We start by briefly introducing the encoder-decoder frame-
work. Given an image I and a sequence X =
{x0, x1, x2, ..., xT } which depends on the task background,
e.g., attributes for multi-label classification, the encoder-
decoder framework aims to predict the next element xt+1

conditioned on the image I and the partial sequence
{x0, x1, ..., xt} that has been generated. Generally, a CN-
N is employed as the encoder to extract the features of the
given image, and a RNN acts as the decoder to generate the
sequence conditioned on the image features. It directly max-
imizes the following objective:

θ∗ = arg max
θ

T∑
t=0

log p(xt+1|I, x0, x1, ..., xt) (1)

where the conditional probability is modeled by the decoder
RNN: RNN(zt, xt, ht−1,mt−1), where ht−1 and mt−1 are
the hidden state vector and memory cell vector of RNN at
time step t − 1, respectively. zt is the auxiliary knowledge,
like, the global image feature obtained from the last fully con-
nected layer in CNN, or the context feature of the image from
the output of the attention module.

Here we formulate the RNN function as a variant of LSTM
as in [Rennie et al., 2017].

3.2 Attention Module
The attention module plays a core role in the proposed ap-
proach. At different time steps, it captures the most related
information of the image to the next prediction of the gen-
erated words. Our attention module can provide two types
of image features, the region-based features for the inference
module and the attribute-based ones for the generation mod-
ule, respectively.

Region-based feature. At time step t, given the feature
map from the CNN, i.e., V = {vi|i = 0, 1, 2, ..., k, vi ∈ RD}
where each subscript i denotes the i-th image region, our at-
tention module is able to adaptively attend to the most rele-
vant image regions to the next prediction under the guidance
of the hidden state ht−1 of the RNN in the inference module.

αt = softmax(Wa tanh(WavV + (Wahht−1)1T ))

v∗t =

k∑
i=1

αitvi
(2)

where Wa, Wav and Wah are parameters to be learned. We
define v∗t as the context feature corresponding to the attribute
which contains the visual information of those image regions
related to the attribute.

Attribute-based feature. The context feature v∗t is more
semantically related to the image content. We extract a series
of context features corresponding to attributes, and when gen-
erating the next word in the generation module, the attribute-
based feature is derived by adaptively attending to these con-
text features. For the ease of explanation, we substitute v∗t
with ci and use C = {c0, ..., ct, ..., cl}, i.e. ct = v∗t , to repre-
sent the context feature map corresponding to the attributes,
where l is the number of attributes. So the attribute-based
feature is obtained as follows:

βt = softmax(Wb tanh(WbcC + (Wbhh̄t−1)1T ))

c∗t =

l∑
j=1

βjt cj
(3)

where Wb, Wbc and Wbh are parameters to be learned. h̄t−1



is the hidden state of the RNN in the generation module at
time step t− 1.

Our attention model can be considered as a stack attention
model. The first layer of attention can be regarded as a filter,
merging regions and compressing the redundant or irrelevant
features, and thus the context feature corresponding to the
attribute is more compact than the feature map in the CNN.
The second layer of attention operates the standard attention
mechanism on those compact features from the the first layer
and thus can be more semantically related to the next word to
be predicted.

3.3 Inference Module
The inference module aims to predict attributes for the given
images, following the encoder-decoder framework. First, the
information of images and attributes will be projected to the
same embedding space to capture the image-text relationship.
Then a RNN is adopted to take in the embedding vectors in
the embedding space at each time step and maintain the label
co-occurrence information in its internal memory.

Specifically, at time step t, the information of the image,
v∗t , i.e., the region-based feature described in Sec. 3.2, will
be mapped into the embedding space through a non-linear
mapping function:

v̂t = σ(Wvv
∗
t + bv) (4)

where Wv and bv are the parameters to be learned. σ() is an
activation function. v̂t is the embedding feature of v∗t .

Then, a recurrent layer of RNN is employed to seize the co-
occurrence dependencies among attributes. Its hidden state ht
is modeled as:

ht,mt = RNN(v̂t, wt, ht−1,mt−1) (5)

where mt−1 is the memory cell vector at time step t− 1 and
wt is the embedding feature of the attribute at time step t.

Finally, an inference layer is built on top of the recurrent
layer by considering the current hidden state ht and generat-
ing the distribution of the next attribute to be predicted via a
softmax function:

φt = softmax(Wdhht + bdh) (6)

where Wdh and bdh are the parameters to be learned. bdh is
the bias term.

Attribute prediction. During prediction, we generate the
attribute one by one under a greedy-decoding strategy accord-
ing to the distribution φt at each time steps.

3.4 Generation Module
The generation module aims to generate a sentence word by
word, given the features of images. To leverage the attribute
information, we denote the representation of attributes ob-
tained from the inference module with a binary (0 or 1) at-
tribute vector Is where 1 means that the image has the corre-
sponding attribute, and 0 means not.

Since the attribute vector Is is rich in semantic information,
we use it to initialize the hidden state of RNN as in [Liu et al.,
2017]:

hinit = Is (7)

The idea behind this is that we force the RNN to understand
the image in the beginning so that it could properly select or
leave out some aspects about the image along its decoding
process.

We make the generation module perceive the information
of images by means of the attention mechanism. Specifical-
ly, at each time step t, a attribute-based feature vector, c∗t , is
extracted in the attention module (see Sec. 3.2). c∗t will be
further projected into the embedding space:

ĉt = σ(Wcc
∗
t + bc) (8)

where Wc and bc are the parameters to be learned. σ() is an
activation function. Then the RNN generates the next word
by conditioning on the embedding feature ĉt and the repre-
sentation of word yt:

h̄t, m̄t = RNN(ĉt, yt, h̄t−1, m̄t−1)

φ̄t+1 ∼ softmax(h̄t)
(9)

where h̄t−1 and m̄t−1 are the hidden state vector and the
memory cell vector of the decoder RNN at time step t−1, re-
spectively. φ̄t+1 is the distribution of the next word given the
past information. yt is the embedding feature of the current
word via mapping the one-hot representation of the word into
the word embedding space.

In the proposed approach, the attribute vector Is is inte-
grated into the decoder as a semantic regularisation, which
is similar to [Liu et al., 2017]. But different from [Liu et
al., 2017], the regularisation vector in our approach is repre-
sented as a hard-code way, where the element is either zero
or one, instead of a soft-code way, where numbers ranging
from zero to one depict the likelihood of the corresponding
attribute to be related to the image. Besides, we also extract
the context features for attributes and incorporate them into
the captioning decoder by the attention mechanism.

Sentence generation. During generation, at time step t,
we plug the word sampled from the distribution at last time
step, φ̄t−1, into the RNN. We employ the beam search strate-
gy to boost the performance.

4 Experiment
4.1 Dataset and Setting
Dataset. Following previous works [Yao et al., 2017; Yang et
al., 2016], we conduct experiments on the popular MS CO-
CO dataset [Lin et al., 2014], which consists of 82783 train-
ing images and 40504 validation images. All images are la-
beled with at least 5 captions by human labellers. It provides
40775 images as a test set for online evaluation as well. For
offline evaluation, we follow most previous works [Chen et
al., 2017a; Yao et al., 2017] and split the 123287 images into
three parts, 5000 for validation, 5000 for test and the remains
for training.

Evaluation metrics. To compare with other methods,
we use the same evaluation metrics, including BLEU [Pa-
pineni et al., 2002], ROUGE-L [Lin and Hovy, 2003] and
CIDEr [Vedantam et al., 2015]. Meanwhile, we use the MS
COCO caption evaluation tool 1 to compute the scores.

1https://github.com/tylin/coco-caption



BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L CIDEr
NIC [Vinyals et al., 2015] 66.6 45.1 30.4 20.3 - -
HA [Xu et al., 2015] 71.8 50.4 35.7 25.0 - -
SA [Xu et al., 2015] 70.7 49.2 34.4 24.3 - -
SCA-CNN [Chen et al., 2017a] 71.9 54.8 41.1 31.1 53.1 95.2
ATT [You et al., 2016] 70.9 53.7 40.2 30.4 - -
SCN-LSTM [Gan et al., 2017] 72.8 56.6 43.3 33.0 - 1.012
MSM [Yao et al., 2017] 73.0 56.5 42.9 32.5 53.8 98.6
Ours 74.3 57.9 44.3 33.8 54.9 104.4

Table 1: Performance of the proposed approach and other approaches on the MS COCO dataset. All values are reported as percentage(%).

BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr
c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40

Google NIC† [Vinyals et al., 2015] 71.3 89.5 54.2 80.2 40.7 69.4 30.9 58.7 25.4 34.6 53.0 68.2 94.3 94.6
ATT† [You et al., 2016] 73.1 90.0 56.5 81.5 42.4 70.9 31.6 59.9 25.0 33.5 53.5 68.2 94.3 95.8
ERD [Wu and Cohen, 2016] 72.0 90.0 55.0 81.2 41.4 70.5 31.3 59.7 25.6 34.7 53.3 68.6 96.5 96.9
SCA-CNN [Chen et al., 2017a] 71.2 89.4 54.2 80.2 40.4 69.1 30.2 57.9 24.4 33.1 52.4 67.4 91.2 92.1
Adaptive Attention† [Lu et al., 2017] 74.6 91.8 58.2 84.2 44.3 74.0 33.5 63.3 26.4 35.9 55.0 70.6 103.7 105.1
SCN-LSTM† [Gan et al., 2017] 74.0 91.7 57.5 83.9 43.6 73.9 33.1 63.1 25.7 34.8 54.3 69.6 100.3 101.3
MSM† [Yao et al., 2017] 73.9 91.9 57.5 84.2 43.6 74.0 33.0 63.2 25.6 35.0 54.2 70.0 98.4 100.3
R-LSTM [Chen et al., 2017b] 75.1 91.3 58.3 83.3 43.6 72.7 32.3 61.6 25.1 33.6 54.1 68.8 96.9 98.8
Ours 78.7 93.5 61.5 85.5 46.5 74.8 34.5 63.3 25.9 34.2 55.5 69.9 106.1 108.7

Table 2: Evaluation performance of the proposed approach on the online MS COCO testing server. All values are reported as percentage(%).
† indicates the results of ensemble models.

BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L CIDEr
LSTM-A5 + MIL-IAC [Yao et al., 2017] 73.4 56.7 43.0 32.6 54.0 100.2
LSTM-A5 + RNN(ours) 73.6 56.8 43.2 32.9 54.2 102.8
Attend to regions 73.0 56.4 42.7 32.7 54.1 101.2
Attend to attributes 73.7 57.2 43.6 33.4 54.4 102.8
Full 74.3 57.9 44.3 33.8 54.9 104.4

Table 3: Ablation study of the proposed approach on the MS COCO dataset. All values are reported as percentage(%).

Compared approaches. We compare the proposed ap-
proach with the following state-of-the-art approaches. (1)
NIC [Vinyals et al., 2015]: a standard neural network based
approach which only injects the image into RNN at the ini-
tial time step. (2) HA and SA [Xu et al., 2015]: it incor-
porates the spatial feature map into the decoder via attention
mechanisms. HA incorporates the feature map into the de-
coder by adopting a hard way, and SA adopts a soft way. (3)
SCA-CNN [Chen et al., 2017a]: SCA-CNN adopts a spa-
tial and channel-wise attention for captioning. (4) ATT [You
et al., 2016]: ATT firstly predicts the attributes for images
with CNN, and then adopts the semantic attention to adaptive-
ly select the attribute features in the decoder for captioning.
(5)SCN-LSTM [Gan et al., 2017]: SCN-LSTM proposed a
semantic compositional network by leveraging the attributes.
(6)MSM [Yao et al., 2017]: MSM explores different ways to
integrate the attribute information into the RNN.

4.2 Implementation Details
We convert all sentences to the lower case, and filter rare
words that occur less than 5 times, and we end up with a
vocabulary set of 9487 tokens. We use ResNet-101 [He et
al., 2016] pre-trained on the ImageNet dataset to extract the
image features. We do not crop or scale any image. In-

stead, we use the final convolutional layer of ResNet as im-
age features, and apply spatially average pooling, resulting
in a fixed size of 14 × 14 × 2048 of the feature map. The
hidden state size of LSTM, the embedding dimension of the
input word and the embedding dimension of image features
are all fixed to 1000. During training, the parameters are up-
dated by ADAM optimizer with a learning rate of 5 × 10−4

and 0.9 as the learning rate decay factor. We let the learning
rate decay every 2 epoches and we train the model for 30 e-
poches with a batch size of 16. Following [Yao et al., 2017;
Fang et al., 2015], we use the 1000 most frequent words in
the training captions as the attribute vocabulary, which cover
the majority of words in the training data. To train the infer-
ence module, for each image we rank the attributes according
to their frequency. For caption generation in the testing stage,
we apply the beam search algorithm to boost the performance
by default. The beam size is empirically set to 3.

4.3 Evaluation
Compared with other approaches. The comparisons are
shown in Tab. 1. The proposed model defeats NIC model
with a large margin, which shows that the attribute informa-
tion is effective and can provide helpful high-level informa-
tion to enhance the caption generation performance. Com-



Image Attributes Generated caption Ground truth

sitting, table, 
small, front, dog, 
food, wooden, 
eating, floor, 
piece, dish

A small dog standing on the 
floor with a plate of food.

1) Shaggy dog gets dinner served on a plate.
2) A small black dog standing over a plate of food.
3) A small dog eating a plate of broccoli.
4) A black dog being given broccoli to eat.
5) There is a dog staring at a plate of food.

street, large, city, 
road, trees, 
lights, traffic, 
night, scene, 
bright

A city street at night with 
traffic lights.

1) It is night time and the town is quiet.
2) A nightlife scene at the park in the dark
3) A long exposure image of a street during the night.
4) A street is displayed at night with time lapse 

photography.
5) There is a street at night with cars passing by.

sitting, white, 
cat, bathroom, 
laying, sink, lying

A cat laying in a bathroom 
sink.

1) A cute cat laying down in a sink.
2) A cat laying inside of a sink under a fixture.
3) A grey and white cat lays in a sink.
4) a cat sitting in the sink in the bathroom
5) A striped cat is laying on the sink and looking at the 

camera.

man, standing, 
kitchen, food, 
sink, counter, 
using, preparing, 
lady, meal

A man standing in a kitchen 
preparing food.

1) A man appears to be making something in his kitchen.
2) a person in the kitchen using a mixer in a cup
3) A woman near a messy kitchen counter holds a hand 

blender into a green drink.
4) A picture of a person cooking some food.
5) a man using a hand blender in a kitchen

Figure 3: Examples of attributes and captions on COCO. The attributes are detected by our inference module and the captions are generated
by the proposed generation model. The word in green are the terms not in the ground truth but highly related to the image.

pared with the visual attention based models, e.g., HA, SA
and SCA-CNN, our model also has advantages in all metric-
s. Compared to SCN-LSTM, MSM and ATT models, which
also adopt the attribute as high-level image features, the per-
formance of our model is superior to theirs. We also train
our model with reinforcement learning [Rennie et al., 2017],
and submit the result of the official test set to the test server.
The compared results are shown in Tab. 2. Our model can
outperform other approaches in most metrics, even though
we does not utilize the ensemble approach. We left the en-
semble approach as a future work. The comparisons with the
state-of-the-art approaches demonstrate the effectiveness and
superiority of the proposed approach.

Ablation study. Ablation study is to verify the effective-
ness of each component of our proposed approach. The re-
sults are shown in Tab. 3. First, to prove the effectiveness and
superiority of the proposed approach inferring attributes via
RNN, we adopt the same architecture of the captioning mod-
el as the best model in [Yao et al., 2017], and compare the
performance with that reported in their paper. Our model can
obtain a better performance than [Yao et al., 2017] (see the
second row), which shows that the proposed approach to pre-
dict attributes is effective. Second, to reveal the effectiveness
of the proposed attention module which provides the context
features corresponding to attributes for the generation mod-
ule, we train a captioning model with the standard visual at-
tention mechanism directly attending to the feature map from
CNN, indicated as “Attend to regions”. And we compare it
with our generation model without the semantic regularisa-
tion, indicated as “Attend to attributes” (see the third row).
The result shows that the context features we propose for cap-
tioning model is effective and can potentially replace the orig-
inal feature map from CNN. The performance improvemen-
t can be attributed to that the features are derived from the
supervision of the semantic information and thus are more
semantically powerful than features directly extracted from

CNN. By incorporating the attributes as semantic regularisa-
tion and by attending to the context features derived from the
inference module, the performance of our full model can be
improved further (see the fourth row).

4.4 Qualitative Analysis
Fig. 3 presents a few examples generated by our model. Our
inference module can detect various kinds of attributes suc-
cessfully, including object terms, relational terms and de-
scriptive terms. Since the true attributes used to train the in-
ference model are collected from the ground truth captions,
they may not completely describe the content of the image.
But our inference model can still produce attributes outside
the ground truth but highly related to the content of the im-
age. For example, for the image in the second row, the at-
tributes, traffic and lights, predicted by our inference module,
are not in the ground truth, but highly related to the image.
Moreover, these attributes can assist the captioning model to
generate a descriptive sentence, as illustrated in the examples.

5 Conclusion
In this paper, we proposed an attribute-driven attention mod-
el for image captioning. We trained an attribute inference
module by utilizing a CNN-RNN framework to model the
co-occurrence dependencies among attributes. Different from
other attribute-based approaches, we incorporate the attribute
information and their corresponding context features into the
decoder for sentence generation. The context features corre-
sponding to attributes contain rich semantic information and
thus are more compact for representing images than the fea-
ture map in the CNN. To verify the effectiveness of the pro-
posed approach, we conducted experiments on MS COCO, a
popular dataset for image captioning. We also compared the
proposed model with other state-of-the-art captioning model-
s. The results well demonstrated the effectiveness and supe-
riority of the proposed approach.
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