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Continuous Probability Distribution Prediction of
Image Emotions via Multi-Task Shared Sparse

Regression
Sicheng Zhao, Hongxun Yao, Yue Gao, Rongrong Ji, Guiguang Ding

Abstract—Previous works on image emotion analysis mainly
focused on predicting the dominant emotion category or the aver-
age dimension values of an image for affective image classification
and regression. However, this is often insufficient in various real-
world applications, as the emotions that are evoked in viewers
by an image are highly subjective and different. In this paper,
we propose to predict the continuous probability distribution of
image emotions which are represented in dimensional valence-
arousal space. We carried out large-scale statistical analysis on
the constructed Image-Emotion-Social-Net dataset, on which we
observed that the emotion distribution can be well modelled
by a Gaussian mixture model. This model is estimated by an
expectation-maximization algorithm with specified initializations.
Then we extract commonly used emotion features at different lev-
els for each image. Finally, we formalize the emotion distribution
prediction task as a shared sparse regression (SSR) problem and
extend it to multi-task settings, named multi-task shared sparse
regression (MTSSR), to explore the latent information between
different prediction tasks. SSR and MTSSR are optimized by
iteratively reweighted least squares. Experiments are conducted
on the Image-Emotion-Social-Net dataset with comparisons to
three alternative baselines. The quantitative results demonstrate
the superiority of the proposed method.

Index Terms—Image emotion, probability distribution,
valence-arousal, Gaussian mixture model, shared sparse
regression, multi-task learning

I. INTRODUCTION

IMAGES can convey rich semantics and evoke strong emo-
tions in viewers. Understanding the perceived emotions in

images has been widely studied recently due to its vital im-
portance in various applications, ranging from entertainment to
education and advertisement [1]–[3]. However, it is not a trivial
problem at all, mainly due to the great challenges of affective
gap [2], [4] and subjective evaluation [2], [5]–[8]. On one
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Title: Light in Darkness
Tags: london, stormy, dramatic weather, …
Description: …there was a break in the clouds such
that a strip of the far bank and bridge were lit up
while the sky behind remained somewhat foreboding.
I thought it made for a pretty intense scene….

Expected emotion:
Emotion category: fear
Sentiment: negative
Valence: 4.1956
Arousal: 4.4989
Dominance: 4.8378

Comments from different viewers Personalized emotions
Wow, that is fantastic...it looks so 
incredible, ….. That sky is amazing.

Emotion: awe, Sentiment: positive
V: 7.121   A: 4.479   D: 6.635

Yup a fave for me as well. Exciting
drama at its best.

Emotion: excitement, Sentiment: positive
V: 7.950    A: 6.950    D: 7.210

Hey, it really frightened me! My 
little daughter just looked scared.

Emotion: fear, Sentiment: negative
V: 2.625    A: 5.805    D: 3.625

(a) Original image (b) Image metadata (c) Expected emotion

(d) Personalized emotion labels (e) Emotion distribution

Fig. 1. The differences between traditional affective image regression and
the proposed emotion distribution prediction. (a) is the uploaded image to
Flickr. (b) are the title, tags and description given by the uploader to (a).
(c) are the expected emotion labels that we assign to the uploader using the
keywords in (b) in red. (d) are the comments to (a) from different viewers and
the personalized emotion labels that we obtain using the keywords in red. (e)
illustrates the differences, where the hollow points are the perceived emotion
labels in VA space, the blue square and magenta diamond points are the target
average VA scores by the traditional affective image regression methods using
different strategies of obtaining labels, while the contour lines of GMM are
the target emotion distribution by the proposed method.

hand, affective gap can be defined as “the lack of coincidence
between the measurable signal properties, commonly referred
to as features, and the expected affective state in which the
user is brought by perceiving the signal” [4]. On the other
hand, subjective evaluation refers to the fact that “people may
have different evoked emotions on the same image due to the
difference of social and cultural backgrounds” [2], [5]–[8].

Existing work mainly focused on finding features that can
express emotions better to bridge the affective gap. To this
end, such methods fall into the traditional classification or
regression scenarios, trying to assign the dominant emotion
category or the average dimension values to an image. How-
ever, predicting only the dominant emotion is insufficient in
many applications, as the emotions that are evoked in different
viewers by an identical image are highly subjective and differ-
ent [7], due to various contextual factors, such as social and
cultural influence [5]. For example, an image of stormy weath-
er (Figure 1 (a)) may evoke feelings of excitement to some
observers who like photographing of marvellous phenomenon,
but fear in others who are afraid of thunder. Under such a
circumstance, it is natural to take the subjective evaluation into
account. This refers to predicting the personalized emotion
perceptions for user-centric computing and predicting the
probability distribution of image emotions for image-centric
computing. To the best of our knowledge, there are few works
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tackling the subjective evaluation challenge on predicting the
personalized perceptions as well as the probability distribution
of image emotions.

In this paper, we make an initial attempt to predict the
continuous probability distribution of image emotions rep-
resented in dimensional valence-arousal space, as shown in
Figure 1. To accomplish this task, we construct a large-scale
personalized image emotion dataset, named Image-Emotion-
Social-Net, with images fully automatically crawled from
Flickr. Related lexicon-based text emotions are viewed as
personalized perceptions of image emotions. By the statistical
analysis of personalized emotion perceptions on the Image-
Emotion-Social-Net dataset, we observe that the valence-
arousal emotion labels can be well represented by a Gaussian
mixture model (GMM), i.e. a mixture of bidimensional Gaus-
sian distributions. The expectation-maximization (EM) algo-
rithm with specified initializations is then used to estimate the
parameters of GMM. Subsequently, the emotion distribution
prediction is formalized as a shared sparse regression (SSR)
problem. SSR is then extended to multi-task setteings as multi-
task shared sparse regression (MTSSR), which can predict
the emotion distribution for multiple images simultaneously.
Iteratively reweighted least squares is adopted to optimize SSR
and MTSSR. Commonly used visual emotion features of three
different levels are extracted. We conduct experiments on the
constructed Image-Emotion-Social-Net dataset to demonstrate
the effectiveness of the proposed method.

The contributions of this paper are three-fold:
1. Different from traditional methods for affective image

regression, we propose to predict the continuous prob-
ability distribution of image emotions, which can be
viewed as an initial attempt to tackle the subjective
evaluation challenge.

2. (Multi-task) shared sparse regression together with three
baseline methods are presented as learning models to
predict the continuous probability distribution of image
emotions. Iteratively reweighted least squares is used to
optimize (MT)SSR.

3. We construct and release a large-scale emotion distri-
bution dataset containing 18,700 images. The statistical
analysis on this dataset further demonstrates the neces-
sity of subjective evaluation. The experimental results
on this dataset demonstrate that the proposed (MT)SSR
outperforms several state-of-the-art methods.

One preliminary version on continuous probability distri-
bution prediction of image emotions was first introduced in
our previous work [9]. In this paper we have improvements in
four aspects: (1) we perform a more comprehensive survey of
related works; (2) we provide the detailed dataset construction
process and more statistical analysis; (3) we improve the
methods of SSR and MTSSR by adding constraints on the
sparse coefficients to ensure that in predicted GMM the mixing
coefficients sum to 1 and the covariance matrixes are positive
definite; and (4) we conduct more comparative experiments
and enrich the analysis of the results.

The remainder of this paper is organized as follows: Sec-
tion II reviews related work. The motivation of this paper,
including the constructed Image-Emotion-Social-Net dataset

and its related statistical analysis, and the problem definition
of emotion distribution prediction are described in Section III.
We present the feature extraction and the emotion distribu-
tion prediction models, including the proposed (MT)SSR and
three baseline methods in Section IV and V, respectively.
Experimental evaluation and analysis are given in Section VI,
followed by the conclusion and future work in Section VII.

II. RELATED WORK

Image emotion and sentiment analysis. To analyze emo-
tions from a given image, there are two widely used models:
categorical emotion states (CES) and dimensional emotion
space (DES). CES methods model emotions as one of a few
basic categories [10]–[17], while DES methods employ 3-D
or 2-D space to represent emotions, such as valence-arousal-
dominance (VAD) [18], natural-temporal-energetic [19] and
valence-arousal (VA) [2], [4], [13]. VAD is the most widely
used DES, where valence represents the pleasantness of a
stimulus ranging from happy to unhappy, arousal represents
the intensity of emotion provoked by a stimulus ranging from
excited to calm, while dominance represents the degree of
control exerted by a stimulus ranging from controlled to
in control [20], [21]. Specifically, image emotion is often
called image sentiment for binary classification (positive or
negative) [1], [3], [22], [23]. Accordingly, related work on
image emotion analysis can be classified into three different
tasks: affective image classification [1], [2], [11]–[17], [24],
[25], regression [2], [13] and retrieval [10], [26]. Discrete
probability distribution has been preliminarily investigated
in [6], [7] based on CES models. We model image emotions
using dimensional valence-arousal representations to predict
continuous probability distributions.

From a feature’s view point, visual features are designed
and extracted of different levels, i.e., the different aspects
or extends of image representations [1], [26]–[29]. Low-level
holistic features including Wiccest features and Gabor features
were extracted to classify image emotions in [12]. Machajdik
et al. [11] extracted features inspired from psychology and
art theory, such as color, texture and composition. Lu et
al. [13] investigated the computability of emotion through
shape features. Zhao et al. [2] proposed to extract more
interpretable mid-level emotion features based on principles-
of-art, such as balance, contrast, harmony and variety. Visual
sentiment ontology and detectors are proposed to detect high-
level adjective noun pairs based on large-scale social multi-
media data [1], [3]. Yuan et al. [23] used mid-level scene
attributes for binary sentiment classification. Simple social
correlation features are explored for emotion classification
of social network images [16]. As a special case of image
emotion, facial expression recognition is also widely studied
in recent years [30]–[36]. Tkalcic et al. [37] proposed to
obtain the affective labels of images based on users’ facial
emotion expressions. We extract commonly used emotion
features of three different levels [26] to test their performances
for emotion distribution prediction.

Based on the extracted features, state-of-the-art methods
tried to assign a dominant emotion category or the average
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dimension values to an image for affective image classifica-
tion and regression with CES and DES models, respectively.
The commonly used models are based on machine learning
methods, such as Naive Bayes [11], support vector machine
(SVM) or support vector regression (SVR) [2], [13], sparse
learning [7], [14], multi-graph learning [26] and convolutional
neural network (regression) (CNN(R)) [6]. We present shared
sparse regression for emotion distribution prediction and ex-
tend it to multi-task settings.

Note that affective content analysis has also been widely
studied based on other types of input data, such as text [38],
speech [39], [40], music [41]–[44] and videos [45]–[49].

Probability distribution prediction. In many applications
of machine learning, it would be more reasonable and useful
to predict the probability distribution for a target variable
rather than simply the most likely value for that variable [50].
Probability distribution prediction has been studied in some
areas, such as surf height [50], user behavior [51] and spike
events [52]. According to probability theory, there are typically
two types of probability distributions: discrete probability
distribution and continuous probability distribution. Gener-
ally, the distribution prediction task can be formalized as
a regression problem. For different emotion representation
models, the distribution prediction varies slightly. For CES,
the task aims to predict the discrete probability of different
emotion categories, the sum of which is equal to 1. CNNR and
shared sparse learning are recently used to predict the discrete
probability distribution of image emotions in [6] and [7].
For DES, the task usually transfers to predict the parameters
of specified continuous probability distribution, the form of
which should be firstly decided, such as Gaussian distribution
and exponential distribution. In this paper, we focus on the lat-
ter one, i.e., predicting the continuous probability distributions
of image emotions.

Sparse learning and multi-task learning. Sparse learning
represents the target variable as a sparsely linear combination
of a set of basis functions and is widely used in many areas,
such as face recognition [53], visual classification [54] and
emotion analysis [7], [14].

Meanwhile, in many real-world applications, some classifi-
cation/regression/clustering tasks may be related to each oth-
er [55]. For example, in the prediction of therapy outcome, the
tasks of predicting the effectiveness of several combinations of
drugs are related [56]. Traditional single-task learning meth-
ods solve these tasks independently, which ignores the task
relatedness. Learning these tasks simultaneously by extracting
and utilizing appropriate shared information across different
tasks has been empirically [57], [58] as well as theoretical-
ly [59] proved to often significantly improve performances
relative to single-task learning. A survey on multi-task learning
can be referred to [55]. By combining sparse learning and
multi-task learning, Wang et al. [60] proposed sparse multi-
task regression for brain imaging identification. Similarly, we
present multi-task shared sparse regression but with different
optimization functions (using `0-norm instead of `1-norm) and
constraints for emotion distribution prediction.

TABLE I
THE KEYWORD EXAMPLES OF EACH EMOTION CATEGORY. ‘#’ INDICATES

THE TOTAL KEYWORD NUMBERS.

Emotion # Keyword examples
amusement 24 amused, amusement, cheer, delight, funny, pleasing

anger 79 angry, annoyed, enraged, hateful, offended, provoked
awe 36 amazing, astonishment, awesome, impressive, wonderful

contentment 28 comfortable, gladness, happy, pleasure, satisfied
disgust 35 detestation, disgusted, nauseous, queasy, revolt, weary

excitement 49 adventure, enthusiastic, inspired, stimulation, thrilled
fear 71 afraid, frightened, nightmare, horror, scared, timorous

sadness 72 bereaved, heartbroken, pessimistic, sadness, unhappy

III. PROBLEM DESCRIPTION

In this section, we introduce the dataset (Image-Emotion-
Social-Net1) on emotions of social images and describe the
problem definition of continuous distribution prediction of
image emotions.

A. The Image-Emotion-Social-Net Dataset

1) Dataset Construction: We downloaded 21,066,920 im-
ages from Flickr with 2,060,357 users belonging to 264,683
groups. Each image is associated with the metadata, such as
the title, tags, taken time and location if available. Each user
is associated with the personal information, the contact list
and the group list they joined in. As how to measure emo-
tions is still far from consensus in research community [61],
we defined emotions using both categorical and dimensional
representations. For CES, we used the 8 categories rigorously
defined in psychology [62], including 4 negative and 4 positive
emotions. To get the ground truth labels, we adopted keywords
based searching strategy as in [1], [16], [17]. Tens of keywords
for each emotion category are obtained from a public synonym
searching site2 and are manually verified, with examples
shown in Table I. Expected emotions of the image uploaders
are firstly considered. The keywords are searched from the
title, tags and descriptions given by the uploaders. The emotion
category with the most frequent keywords is set as the ground
truth of expected emotions from the uploaders, as shown in
Figure 1 (b) and (c).

As we focus on personalized emotion perception, we then
searched from all the comments of related images to get the
actual emotion labels of each viewer. We removed the images
if the searched title, tags or descriptions contain negation
adjacent and prior to the target keywords, such as "I am
not happy". Similarly, we also removed the comments with
negation adjacent and prior to the target keywords. Note that
the labels of an image for a specific user are allowed to have
different emotion categories (such as fear, disgust) but must
have only one sentiment (positive or negative). Then we com-
puted the average value of valence, arousal and dominance as
ground truth for dimensional emotion representation based on
recently published VAD norms of 13,915 English lemmas [21],
as shown in Figure 1 (d). Besides, we also gave the sentiment
categories (positive or negative). We combined the expected
emotions and actual emotions of all involved images for each

1https://sites.google.com/site/schzhao/
2http://www.thesaurus.com/browse/synonym/
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Fig. 2. The statistics of CES and DES of the 18,700 images in the Image-Emotion-Social-Net dataset. We can find that only a tiny proportion of images
convey just 1 emotion and the STD of valence for most images is larger than 1.5, which demonstrates the subjectiveness of emotion perceptions.
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Fig. 3. Dataset validation results. >= n means at least n Yes’s. On average
more than 88% of emotion labels receive at least 3 Yes’s, which verifies the
quality of the dataset.

TABLE II
IMAGE NUMBERS OF CATEGORICAL EMOTIONS.

amusement awe contentment excitement positive
270,748 328,303 181,431 115,065 1,016,186

anger disgust fear sadness negative
29,844 20,962 55,802 57,476 362,400

user. This process resulted in a dataset containing 1,012,901
images uploaded by 11,347 users and 1,060,636 comments on
these images commented by 106,688 users. We chose 7723
active users with more than 50 involved images. Finally we
obtained 1,434,080 emotion labels of three types, including
8 emotion categories, 2 sentiment categories and continuous
values of valence, arousal and dominance. All the involved
images of one user are labelled with sentiment categories and
VAD values, while a tiny proportion of them are not assigned
with the emotion categories if no keyword is found.

If one user is the uploader of an image, then the emotion of
the metadata text (title, tags and descriptions) is the personal-
ized emotion of this user, which is also the expected emotion
that is expected to evoke in other viewers by this user. If one
user is a viewer of an image, then the emotion of the comment
is the personalized emotion of this user.

2) Dataset Validation: To validate the quality of the dataset,
we did a crowdsourcing experiment on discrete emotions. For
each emotion category, we randomly selected 200 images with
associated titles, tags and descriptions for expected emotions,
and 200 comments with corresponding images for person-
alized emotions. 5 graduate students (3 males, 2 females)
were invited to judge whether the text was used to express
the assigned emotions of related images. To facilitate this
judgement, they were asked simple question like “Do you think
that the text is used to express excitement for this image?",
and they just needed to choose YES or NO. The result is
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Fig. 4. Dataset statistics results on VAD distribution and user distribution. (a)
is consistent with traditional emotion space [20]. (b) approximatively follows
a typical Gaussian distribution.
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Fig. 5. The relation between expected vs personalized emotions of the images
with more than 20 emotion labels on both DES and CES representations.

shown in Figure 3. We can find that for both expected and
personalized emotions, on average more than 88% of emotion
labels receive at least 3 Yes’s, which verifies the quality of
the constructed dataset. In such cases, the expected emotion
labels are 3.5% more accurately assigned than personalized
emotions. To assess the inter-rater agreement, we also calculate
the Fleiss’ kappa3 of the 5 annotators. The average Fleiss’
kappa (the standard deviation) for the 8 emotion categories
of expected emotions and personalized emotions are 0.2297
(0.0748) and 0.3224 (0.1411), respectively.

3) Statistics of Dataset: The distribution of images per
emotion category is shown in Table II, where the first four
columns represent the number of images in each of the 8
emotions; while the last column is the number of images with
binary sentiments. We can find that the number of negative
emotions is relatively small. The distribution of valence,
arousal (without showing dominance here) is illustrated in
Figure 4(a), which looks like a petal or heart, similar to the
emotion space in [20]. The user distribution based on involved
images is shown in Figure 4(b).

Totally we select 18,700 images with more than 20 VA
labels each for the experiments on emotion distribution pre-

3https://en.wikipedia.org/wiki/Fleiss%27_kappa
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diction. The distribution of emotion numbers for these images
is shown in Figure 2(a). The histogram of valence and arousal
standard deviations (STD) are shown in Figure 2(b) and
Figure 2(c), while the histogram of the correlation coefficients
is shown in Figure 2(d). Some image examples and related
personalized emotion labels are shown in Figure 6(a) and 6(b).
We can find that the emotion perceptions of different users are
truly subjective and personalized.

We also analyze the relation between the expected and
personalized emotions. For each of the images with more
than 20 labels, we compute the Euclidean distances between
personalized emotions and expected emotion in VA space,
and average all the distances. The histogram of the average
VA distance is shown in Figure 5(a). For CES, we count
the proportion of personalized emotions that are different
from expected emotion for each image. The histogram of
different emotion proportions is illustrated in Figure 5(b). It
is clear that there exists great inconsistency between expected
and personalized emotions. Some image examples with high
different emotion proportions are shown in Figure 7.

4) Challenging Tasks: The challenging tasks that can be
performed by researchers on this dataset include, but not
limited to, the following aspects:

• Image-centric emotion analysis. For each image, we can
predict the dominant or expected emotion category like
traditional affective image classification. Besides, we can
predict the emotion distribution of each image, taking the
normalized emotion proportion as the ground truth.

• User-centric emotion prediction. For each user, we can
predict her personalized emotion perception of some
specific images. The above two tasks can be extended to
regression tasks, all of which can be done using visual,
social, temporal and the combination of all features.

• Emotion related data mining and applications. This
dataset contains visual and social information to support
research on emotion influence mining, social advertising
and affective image retrieval, etc.

For different tasks, the roles of expected emotions and actual
emotions are different. For image-centric expected emotion
analysis, only the expected emotions can be used. For image-
centric dominant emotion analysis or emotion distribution
analysis, the expected emotions can be viewed as one type
of actual emotions. For user-centric emotion prediction, the
expected emotions can also be viewed as one type of actual
emotions, but only for the uploaders of related images.

In this paper, we focus on the image-centric emotion dis-
tribution analysis, trying to predict the continuous probability
distribution of image emotions when perceived by large quan-
tity of viewers, including the image uploaders.

B. Problem Definition

From Figures 6(a) and 6(b), we have the following obser-
vations: (1) The emotions evoked by an image in different
viewers are truly subjective and different; Just assigning the
average dimensional values of valence and arousal to an image
is obviously not enough; (2) Though highly different, the
perceived emotions follow certain distributions, which can be

clearly grouped into two clusters, corresponding to the positive
and negative sentiments; In each cluster, the VA emotion
values are relatively stable; (3) The VA emotion labels can
be well modeled by a mixture of two bidimensional Gaussian
distributions.

Based on these observations, we define the distribution of
VA emotion labels as a GMM by

p(x;θ) =

L∑
l=1

πlN (x|µl,Σl), (1)

where x = (v, a) is pair-wise VA emotion labels, µl and
Σl are the mean vector and covariance matrix of the lth
Gaussian component, while πl is the mixing coefficient,
which satisfies πl ≥ 0 and

∑L
l=1 πl = 1. In this paper,

the number of Gaussian components is 2, i.e. L = 2 and
θ = (µ1,Σ1,µ2,Σ2, π1, π2). It should be noted that the
number of Gaussian components L can be easily enlarged if
more personalized emotion labels are obtained.

The EM algorithm is used to estimate the parameters of
GMM. Specifically, the initializations are obtained by firstly
partitioning the VA labels into two clusters based on whether
valence is greater than 5, the typical boundary of positive
and negative sentiments [21], and then computing the mean
vector µl and covariance matrix Σl of each cluster. The
mixing coefficients are set as the proportions of related VA
labels in each cluster to the total labels. In experiment, the
EM algorithm is converged in 6.28 steps on average without
overfitting. Some estimated results of GMM and detailed
parameter values are shown in Figure 6(c).

Suppose we have N training images f1, · · · , fN , the emo-
tion distributions are p1(x;θ1), · · · , pN (x;θN ), where θn =
(µn1,Σn1,µn2,Σn2, πn1, πn2) are the parameters of the nth
emotion distribution (n = 1, · · · , N). Similarly, suppose we
have M test images g1, · · · ,gM with ground truth emo-
tion distributions q1(x;ϑ1), · · · , qM (x;ϑM ), where ϑm(m =
1, · · · ,M) are the distribution parameters. Then our goal is
to predict the emotion distribution parameters ϑ̂m based on
{fn,θn}Nn=1 for each gm. That is

f : ({fn,θn}Nn=1,gm)→ ϑ̂m. (2)

IV. EXTRACTED EMOTION FEATURES

As shown in [26], there are various types of features
that may contribute to the perceptions of image emotions.
Similar to [26], we extract commonly used emotion features
of different levels and generalities for each image, including
low-level GIST [63] and elements-of-art [11], mid-level at-
tributes [64] and principles-of-art [2], and high-level ANPs [1]
and expressions [30].

Low-level features suffer from the difficulty of easy inter-
pretation and the link to emotions is weak [26]. In this paper,
we just extract GIST as generic feature, one of the most
commonly used features, for its relatively powerful description
ability of visual phenomena in a scene perspective [63], [64].

We extract special features derived from elements of art,
including color and texture [11]. Low-level color features
include mean saturation and brightness, vector based mean
hue, emotional coordinates (pleasure, arousal and dominance)
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(a) Image examples in the Image-Emotion-Social-Net dataset
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(b) Emotion distributions of personalized perceptions in VA space
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(c) The estimated GMM using specified EM algorithm
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(d) The predicted GMM by GW using ANP features
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(e) The predicted GMM by KNNW (K = 300) using ANP features
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(f) The predicted GMM by SVR using Elements features
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(g) The predicted GMM by SSR using Principles features
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(h) The predicted GMM by MTSSR using ANP features

Fig. 6. Image examples, related emotion labels and the predicted emotion distributions by different methods using related best features on the Image-
Emotion-Social-Net dataset. The first and second line numbers in (c) to (h) are the GMM parameters corresponding to positive and negative sentiments,
µ11, µ12,Σ111,Σ112,Σ122, π1 and µ21, µ22,Σ211,Σ212,Σ222, π2. It is clear that the proposed (MT)SSR outperforms the baselines on KL and LLH.
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Fig. 7. Image examples with high different proportions (>0.9) between personalized and expected emotions, which indicates that the personalized emotion
perceptions greatly differ from the expected emotions, probably due to different responses to the visual semantics (see the metadata and comments in Fig. 1).

based on brightness and saturation, colorfulness and color
names. Low-level texture features include Tamura texture,
Wavelet textures and gray-level co-occurrence matrix (GLCM)
based texture [11].

Mid-level features are more semantic, more interpretable
and have stronger link to emotions than low-level features [2].
Recently, attribute based representation has been widely stud-
ied for its intuitive interpretation and cross-category general-
ization property in visual recognition domain [64]–[66]. We
extract 102 dimensional attributes which are commonly used
by humans to describe scenes as mid-level generic features. As
in [64], the attributes can be classified into five types: materials
(mental), surface properties (dirty), functions or affordances
(reading), spatial envelop attributes (cluttered) and object
presence (flowers). GIST features and SVM implemented in
Liblinear toolbox4 are used to train attribute classifiers based
on 14,340 images in SUN database [63].

Features inspired from principles of art, including bal-
ance, contrast, harmony, variety, gradation, and movement
are extracted as mid-level special features [2]. These artistic
principles are used to arrange and orchestrate artistic elements
in art theory for describing specific semantics and emotions
and are proved to have stronger link to emotions than elements.
Please refer to [2] for detailed implementations.

High-level features are the detailed semantic contents con-
tained in images. People can easily understand the emotions
conveyed in images by recognizing the semantics. Concept-
s described by 1,200 adjective noun pairs (ANPs) [1] are
extracted as generic features. The ANPs are detected by a
large detector library SentiBank [1], which is trained on about
500k images downloaded from Flickr using various low-level
features, including GIST, color histogram, LBP descriptor, at-
tribute, etc. Liblinear SVM is used as classifier by early fusion.
Finally, we obtain a 1,200 dimensional vector describing the
probability that each ANP is detected.

Motivated by the conclusion that facial expressions may
determine the emotions of the images containing faces [26],
we also extract 8 kinds of facial expressions (anger, contempt,
disgust, fear, happiness, sadness, surprise, neutral) [67] as
high-level special features. Compositional features of local
Haar appearance features are built by a minimum error based
optimization strategy, which are embedded into an improved
AdaBoost algorithm [30]. Trained on CK+ database [67], the
method performs well even on low intensity expressions [30].
Face detection is firstly conducted using the Viola-Jones

4http://www.csie.ntu.edu.tw/~cjlin/liblinear/

TABLE III
SUMMARY OF THE EXTRACTED FEATURES OF DIFFERENT LEVELS. ‘#’

INDICATES THE DIMENSION OF EACH FEATURE.

Levels Generality Short Description #
Low Generic GIST features [63] [64] 512

Special Color and texture [11] 48
Mid Generic Attributes [64] [23] 102

Special Principles-of-art [2] 165
High Generic Adjective noun pairs [1] 1200

Special Facial expressions [30] 8

algorithm [68] to decide whether an image contains faces.
Finally, we can get a 8 dimensional vector, each of which
represents the proportion of related facial expressions.

The extracted features are abbreviated as GIST, Elements,
Attributes, Principles, ANP and Expressions with dimension
512, 48, 102, 165, 1200 and 8, respectively, as summarized in
Table III. Please refer to [26] for details.

V. EMOTION DISTRIBUTION PREDICTION ALGORITHMS

The emotion distribution prediction task of Eq. (2) can
be viewed as a regression problem. We detail the proposed
MTSSR method together with several baseline algorithms.

A. Baseline A: Global Weighting

The idea of global weighting (GW) is simple and direct.
The emotion distribution parameters θn(n = 1, · · · , N) of
all training images are considered as basis functions. The test
distribution parameter ϑ̂m is computed by weighting all the
basis functions as follows

ϑ̂m =

∑N
n=1 snθn∑N
n=1 sn

, (3)

where sn = exp(−d(gm, fn)/σ) is the similarity between
images gm and fn, d(·, ·) is a specified distance function, while
σ is set as the average distance of all the training images. In
experiment, the Euclidean distance is used for d(·, ·) and each
θn, ϑ̂m is reshaped as a column vector for convenience.

B. Baseline B: K-Nearest Neighbor Weighting

Different from GW, K-nearest neighbor weighting
(KNNW) just weighs K instead of all basis functions by
selecting the top K most similar training images. Suppose the
top K largest similarities in [s1, · · · , sN ] are st1 , · · · , stK ,

http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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then the test parameter ϑ̂m estimated by K-nearest neighbor
weighting is computed by

ϑ̂m =

∑K
k=1 stkθtk∑K

k=1 stk
. (4)

When K == N , KNNW turns to GW.

C. Baseline C: Support Vector Regression

Support vector regression (SVR) aims to find support vec-
tors which lie on the maximum margin hyperplanes in feature
space and contribute to predictions. Training SVR means
solving

min
1

2
‖wi‖2, s.t.

{
θni − 〈wi, fn〉 − b ≤ ε,
〈wi, fn〉+ b− θni ≤ ε,

(5)

where the target value θni is the ith component of θn (n =
1, · · · , N), the inner product plus intercept 〈wi, fn〉 + b is
the prediction for that sample, and ε is a free parameter that
serves as a threshold. After optimization, we can predict ϑ̂mi

by ϑ̂mi = 〈wi,gm〉 + b. We use the LIBSVM toolbox5 with
linear kernel (for fast speed) to implement SVR for emotion
distribution prediction.

D. Algorithm D: Shared Sparse Regression

Suppose F = [f1, · · · , fN ], Θ = [θ1, · · · ,θN ]. The basic
idea of shared sparse regression (SSR) is that gm and ϑ̂m can
be written in terms of bases F and Θ respectively, but with
shared sparse coefficients φm. That is

gm = Fφm and ϑ̂m = Θφm, (6)

where φm is obtained by

φ∗
m = argmin

φm

‖Fφm − gm‖2 + η‖φm‖0,

s.t. φm ≥ 0 and ‖φm‖1 = 1,
(7)

where η is a regularization coefficient that controls the relative
importance of the regularization term and the sum-of-squares
error term. The constraints φm ≥ 0 and ‖φm‖1 = 1 ensure
that the predicted mixing coefficients in Eq. (1) sum to 1 and
that the covariance matrixes are positive definite. In practice,
η is decided by cross validation.

By iteratively reweighted least squares (IRLS) [69], [70], the
objective function of Eq. (7) can be reduced to the following
quadratic function with respect to φm

J (φm) ' ‖Fφm − gm‖2 + η
∑N

n=1
|φm,n|pp (0 ≤ p ≤ 1)

' ‖Fφm − gm‖2 + η
∑N

n=1

1

|φm,n|2−p + ε
|φn|2

= φT
m(FTF + ηΓm)φm − 2gT

mFφm,

(8)

where ε > 0 is introduced to avoid division by zero, Γm

is a diagonal matrix with Γm(n, n) =
1

|φm,n|2−p + ε
. The

optimization problem Eq. (8) can now be easily solved by
off-the-shelf optimization methods. In experiment, p→ 0. The
learning procedure is summarized in Algorithm 1.

5http://www.csie.ntu.edu.tw/~cjlin/libsvm/

Algorithm 1: Learning procedure for Shared Sparse Re-
gression

Input: Training examples (F,Θ), test image gm, error
threshold γ, regularization coefficient η, max-epochs E,
stability parameter ε

Output: Predicted emotion distribution parameter ϑ̂m for gm

1 Initialize φ(0)
m ;

2 for e← 1 to E do
3 Γ(e)

m (n, n)← 1∣∣φ(e−1)
m,n

∣∣2 + ε
, n = 1, · · · , N ;

4 φ(e)
m ← argminφ(e−1)T

m (FTF+ηΓ(e)
m )φm−2gT

mFφ(e−1)
m ;

5 if ‖φ(e)
m − φ(e−1)

m ‖2 < γ then
6 break;
7 end
8 end
9 return ϑ̂m = Θφ

(e)
m .

E. Algorithm E: Multi-Task Shared Sparse Regression

GM, KNNW and SSR model one test image each time,
while SVR predicts one target value each time. They do not
explore the latent correlation between different prediction tasks
by jointly combining them together. That is, they ignore the
task relatedness. Multi-task shared sparse regression (MTSSR)
utilizes this information. Different related tasks are learnt
simultaneously by extracting and utilizing appropriate shared
information across tasks. Compared with SSR, MTSSR argues
that the regression performance can be improved by taking
advantage of the feature group structure [60].

Suppose G = [g1, · · · ,gM ], Ω = [ϑ̂1, · · · , ϑ̂M ], MTSSR
jointly predicts Ω for G by letting the test features and the
target values share the same coefficients Φ on training data F
and Θ as follows

G = FΦ and Ω = ΘΦ. (9)

Φ ∈ RN×M is obtained by solving the following convex
optimization problem

min
Φ
‖FΦ−G‖2 + η1‖Φ‖0 + η2‖Φ‖2,1,

s.t. φm ≥ 0 and ‖φm‖1 = 1, for m = 1, 2, · · · ,M,
(10)

where η1 and η2 are regularization coefficients, similar to η
in Eq. (7), while ‖ · ‖2,1 denotes the `2,1-norm of a matrix

‖Φ‖2,1 =
∑N

n=1

√∑M

m=1
φ2n,m. The constraints φm ≥ 0

and ‖φm‖1 = 1 for each m ensure that for each test image,
the predicted mixing coefficients in Eq. (1) sum to 1 and that
the covariance matrixes are positive definite.

Sparse multi-task regression was previously proposed
in [60] for brain imaging identification, which aims to optimize

min
Φ
‖FΦ−G‖2 + η1‖Φ‖1 + η2‖Φ‖2,1. (11)

The difference between Eq. (10) and Eq. (11) is that the
proposed MTSSR utilizes `0-norm instead of `1-norm and
is optimized with constraints. Please note that though math-
ematically similar, Eq. (11) is not suitable for continuous
emotion distribution prediction, since it cannot guarantee the
predicted covariance matrix is positive definite. In such cases,
the solution of Eq. (11) violates the basic bidimensional

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Algorithm 2: Learning procedure for Multi-Task Shared
Sparse Regression

Input: Training examples (F,Θ), test images G, error
threshold γ, regularization coefficient η1, η2,
max-epochs E, stability parameter ε

Output: Predicted emotion distribution parameters Ω for G
1 Initialize Φ(0);
2 for e← 1 to E do
3 ϕ(e)

n,m =
1

|φ(e)
n,m|2 + ε

, ψ(e)
n =

1√∑
m φ

(e)2
n,m + ε

,

W(e)
m (n, n) = η1ϕn,m + η2ψn;

4 Φ(e) ←
argmin

∑
m

‖Fφ(e−1)
m −gm‖2+

∑
m

φ(e−1)T
m W(e)

m φ(e−1)
m ;

5 if ‖φ(e)
m − φ(e−1)

m ‖2 < γ for each φm then
6 break;
7 end
8 end
9 return Ω = ΘΦ.

Gaussian distribution assumption as in Section III-B.
We employ the iteratively reweighted least squares [69],

[70] to optimize Eq. (10). The components of Eq. (10) are
transformed by

‖Φ‖0 '
∑

n,m
|φn,m|pp '

∑
n,m

φ2
n,m

|φn,m|2−p + ε
, (12)

‖Φ‖2,1 =
∑

n

√∑
m
φ2
n,m '

∑
n

( ∑
m φ2

n,m√∑
m φ2

n,m + ε

)
, (13)

where 0 ≤ p ≤ 1. Let ϕn,m = 1/(|φn,m|2−p + ε) and ψn =

1/

√∑
m
φ2n,m + ε, then the objective function of Eq. (10) is

transformed to

J (Φ) '
∑

m
‖Fφm − gm‖2 +

∑
n,m

(η1ϕn,m + η2ψn)φ
2
n,m

=
∑

m
‖Fφm − gm‖2 +

∑
m
φT

mWmφm,

(14)
where Wm is a diagonal matrix with Wm(n, n) = η1ϕn,m+
η2ψn. minJ (Φ) is a quadratic programming problem, which
can be easily solved by off-the-shelf optimization methods. In
experiment, p→ 0. The learning procedure is summarized in
Algorithm 2.

VI. EXPERIMENTS

To evaluate the effectiveness of the proposed method for
continuous distribution prediction of dimensional image emo-
tions, we carried out experiments on 18,700 images which are
selected from the Image-Emotion-Social-Net dataset.

A. Evaluation Criteria
The Kullback-Leibler divergence and the log likelihood (ab-

breviated as KL and LLH) are used as the evaluation metric.
As a classical measure of distance between distributions, the
KL divergence of the predicted distribution q̂m(x; ϑ̂m) from
the ground truth distribution qm(x;ϑm) is defined as

KL(qm||q̂m) = −
∫
qm(x;ϑm) ln

{
q̂m(x; ϑ̂m)

qm(x;ϑm)

}
dx. (15)
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Fig. 8. The influence of K in KNNW on continuous emotion distribution
prediction using different features.

In practice, KL(qm||q̂m) is approximated by a finite sum
of the points {s1, · · · , sS} sampled following distribution
qm(x;ϑm) by

KL(qm||q̂m) ' 1

S

S∑
n=1

{
ln qm(sn;ϑm)− ln q̂m(sn; ϑ̂m)

}
. (16)

KL measures the amount of information lost when q̂m(x; ϑ̂m)
is used to approximate qm(x;ϑm). Its value is equal to the
expected number of extra bits required to code samples from
qm(x;ϑm) using a code optimized for q̂m(x; ϑ̂m) rather than
the code optimized for qm(x;ϑm)6. KL ≥ 0 and lower value
indicates better performance, with equality if, and only if the
predicted distribution q̂m(x; ϑ̂m) is equal to the ground truth
distribution qm(x;ϑm).

The log likelihood metric is computed based on the actual
VA labels {xm1, · · · ,xmRm

} by

LLH(m) =
1

Rm
log

Rm∏
r=1

q̂m(xmr; ϑ̂m) =
1

Rm

Rm∑
r=1

log q̂m(xmr; ϑ̂m).

(17)
Higher LLH represents better performance, indicting that the
predicted distribution can more accurately fit the actual labels7.

In experiments, we employ 5-fold (noted as A to E) cross
validation [2], [11], [13]. Each run, one fold is selected for
testing and the other four folds are used for training. The
parameters in our method are selected from the training data.
For example, we first select A as the test set. Then we split
the data in B to E into 5 folds again, and a new 5-fold cross
validation is conducted to select the best parameters based on
the average KL. The selected parameters are used to test A.
We computed the average KL, LLH and the standard deviation
of the 5 runs. To better explain the validation process, we also
reported the performances of 1 run.

B. Results and Discussions

1) On the Influence of K in KNNW: Firstly, we investi-
gated the influence of K in KNNW on the performance of
emotion distribution prediction (K = 1, 5, 10, 20, 50, 100,
200, 300, 400, 500, 1000, 2000, 3000, 4000). When K = 1,
KNNW refers to nearest neighbor weighting (NNW). The
results are illustrated in Figure 8. The results of NNW are
given in numerical values for better illustration. It is clear to
see that (1) for each feature, NNW performs worst, meaning

6https://en.wikipedia.org/wiki/Kullback%E2%80%93Leibler_divergence
7https://en.wikipedia.org/wiki/Likelihood_function

https://en.wikipedia.org/wiki/Kullback%E2%80%93Leibler_divergence
https://en.wikipedia.org/wiki/Likelihood_function
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Fig. 9. The influence of η in SSR on continuous emotion distribution
prediction using different features.

that using only one training image with the most similar
features to the test image to predict the emotion distribution
is insufficient; (2) the best K is dependent on the extracted
features and is almost consistent on KL and LLH for each
feature; (3) K = 4000, 500, 1000, 400, 300 and 3000 perform
best for features GIST, Elements, Attributes, Principles, ANP
and Expressions, respectively. These best Ks are selected as
baselines for comparison with the proposed (MT)SSR.

2) On the Influence of η in SSR: Secondly, we evaluated
the influence of the regularization parameter η in the proposed
SSR on emotion distribution prediction (η = 0.0001, 0.0005,
0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10). The results of
the average KL divergence and log likelihood are shown in
Figure 9. Generally, with the decrease of η, the performance
becomes better. When η decreases to O(10−4), the perfor-
mance turns to be stable. η = 0.0005, 0.0001, 0.0001, 0.0001,
0.0001 and 0.0005 perform best for features GIST, Elements,
Attributes, Principles, ANP and Expressions, respectively.

3) On the Influence of η1, η2 in MTSSR: Finally, the influ-
ences of the regularization parameters η1, η2 in the proposed
MTSSR are validated, with results shown in Figure 10 and
Figure 11. For clarity, η1 = 0.0001, 0.0005, 0.001, 0.005, 0.01,
0.05, 0.1, 0.5 are plotted with η2 = 0.0001, 0.0005, 0.001,
0.005, 0.01, 0.05, 0.1, 0.5, 1, 5, 10, 100(1000). From these
results, we can find that (1) generally, with the decrease of
η1, the performance becomes better; when η1 decreases to
O(10−4), the performance turns to be stable, which is similar
to SSR; (2) for each η1, with the increase of η2, the perfor-
mance firstly becomes better and then turns worse, meaning
that there exists the best η2. So we can conclude that selecting
proper η2 can indeed improve the performance of emotion
distribution prediction, which indicates the significance of the
multi-task learning settings.

4) On Different Methods and Features: We compared the
performance of the proposed method with the three baselines
on different features. The average KL and LLH and the
standard deviation are illustrated in Figure 12, while the
statistical significance test is shown in Table IV.

From these results, we can find that (1) KL and LLH
are dependent on both the features and the models; they are
relatively consistent to measure the performance of distribution
prediction; (2) for all the features except Expressions, the
proposed MTSSR model significantly outperforms the three
baselines and SSR under 95% confidence interval, which
demonstrates the effectiveness of MTSSR in emotion distri-
bution prediction; (3) MTSSR outperforms SSR with an per-
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Fig. 12. Performance comparison between the proposed method and the three
baselines on emotion distribution prediction using different features.

TABLE IV
STATISTICAL SIGNIFICANCE TEST OF MTSSR COMPARED WITH THE

THREE BASELINES AND SSR MEASURED BY P-VALUE (×10−3).

KL divergence Log likelihood
GW KNNW SVR SSR GW KNNW SVR SSR

GIST 2.80 2.79 1.16 17.95 16.28 16.64 9.55 8.22
Elem 1.76 2.35 1.07 0.45 12.97 15.84 9.96 0.12
Attr 2.58 2.51 1.09 1.11 19.98 20.27 13.00 4.00
Prin 2.17 2.78 1.14 1.90 11.35 12.87 8.73 0.42
ANP 2.90 5.09 0.20 0.13 18.41 25.00 1.30 0.01
Expr 1.71 1.79 0.72 5.33 9.76 10.45 6.74 14.65

formance improvement of 4.4%, 4.9%, 3.6%, 2.0%, 6.7% on
KL and 38.8% on KL and 1.4%, 2.7%, 1.8%, 1.8%, 3.2% and
10.2% on LLH for the six kinds of features respectively; this
superiority benefits from the exploration of latent information
between different tasks; (4) the best features are ANP, ANP,
Elements, Principles and ANP for GW, KNNW, SVR, SSR
and MTSSR, respectively; Generally, the low-level generic
features perform the worst, which indicates that they cannot
represent image emotions well because of the largest “affective
gap”; More interpretable mid-level and the high-level features
have stronger link to image emotions, which is consistent with
the conclusions in [26]; (5) though simple, GW and KNNW
outperform SVR on average in emotion distribution prediction;
(6) the best KL divergence of all the methods are still larger
than 0,4, indicating that the emotion distribution prediction is
a challenging task and that current methods still cannot model
this task accurately.

Using related best features, we show some detailed predic-
tion results of different methods in Figure 6(d) to Figure 6(h).
Though not very obvious from the contour lines, the predicted
distributions of the proposed (MT)SSR are more similar to the
ground truth distribution than the three baselines, which can be
clearly observed by comparing the values of the distribution
parameters. The predicted results of all methods, especially
GW and KNNW, tend to be close to the average values of the
parameters, caused by the assumption that the test parameters
can be linearly represented by the training parameters with
positive coefficients, which ensures the positive definiteness of
covariance matrixes. But in such cases, the smallest or largest
parameters cannot be well predicted, since they cannot be well
linearly represented by the training parameters.

VII. CONCLUSION

In this paper, we proposed to predict the continuous proba-
bility distribution of image emotions represented in VA space,
which can be viewed as an initial attempt to measure the sub-
jective evaluation of human emotion perceptions. We presented
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Fig. 10. The influence of η1, η2 in MTSSR on continuous emotion distribution prediction using different features on KL divergence.
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Fig. 11. The influence of η1, η2 in MTSSR on continuous emotion distribution prediction using different features on log likelihood.

(multi-task) shared sparse regression as the learning model and
optimized it by iteratively reweighted least squares. Besides,
different levels of emotion features were extracted and three
baseline algorithms were provided. Experiments conducted
on the Image-Emotion-Social-Net dataset corroborated the
effectiveness of the proposed method. The predicted emotion
distribution can be explored in many applications, such as
affective image retrieval and emotion transfer.

For further studies, we will consider exploring social related

factors [17], [71], such as social correlations, known locations
and personal interests, for emotion distribution prediction.
Consistently combining and fusing multi-modal features [72]
in MTSSR may further improve the prediction performance,
which is also worth studying. In addition, we will try deep
learning for emotion distribution prediction.
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