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Abstract

Recent work in domain adaptation bridges different domains
by adversarially learning a domain-invariant representation
that cannot be distinguished by a domain discriminator. Ex-
isting methods of adversarial domain adaptation mainly align
the global images across the source and target domains. How-
ever, it is obvious that not all regions of an image are transfer-
able, while forcefully aligning the untransferable regions may
lead to negative transfer. Furthermore, some of the images
are significantly dissimilar across domains, resulting in weak
image-level transferability. To this end, we present Transfer-
able Attention for Domain Adaptation (TADA), focusing our
adaptation model on transferable regions or images. We im-
plement two types of complementary transferable attention:
transferable local attention generated by multiple region-level
domain discriminators to highlight transferable regions, and
transferable global attention generated by single image-level
domain discriminator to highlight transferable images. Exten-
sive experiments validate that our proposed models exceed
state of the art results on standard domain adaptation datasets.

Introduction
Deep learning has been a huge success in diverse applica-
tions across many fields, such as computer vision, robotic
control and natural language processing with the help of
large-scale labeled datasets. However, owing to a phe-
nomenon known as dataset bias or domain shift (Torralba
and Efros 2011), deep networks trained on one large la-
beled dataset do not generalize well to novel datasets and
tasks. The typical solution of further fine-tuning pre-trained
networks on task-specific datasets may be impractical be-
cause it is often prohibitively expensive to collect enough
labeled data to properly fine-tune the considerable num-
ber of network parameters. This dilemma has motivated
the research on domain adaptation, which aims to estab-
lish effective algorithms to reduce the labeling cost, typ-
ically by leveraging readily-available labeled data from a
different but related domain (Quionero-Candela et al. 2009;
Pan and Yang 2010).

Domain adaptation, a special scenario of transfer learning,
aims to learn a discriminative model that reduces the dataset
shift between the training and testing distributions. Previous
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domain adaptation methods either bridge the source domain
and target domain by learning domain-invariant representa-
tions (Pan et al. 2011; Gong et al. 2012) or estimating in-
stance importances (Huang et al. 2006; Gong, Grauman, and
Sha 2013) using labeled source data and unlabeled target
data. Recent researches have indicated that deep neural net-
works can learn more transferable representations (Oquab
et al. 2014; Donahue et al. 2014; Yosinski et al. 2014), by
disentangling explanatory factors of variations behind do-
mains. The latest advances of deep domain adaptation for
classification task extract domain-invariant representations
by embedding domain adaptation modules in deep architec-
tures, through minimizing the discrepancy between feature
distributions (Tzeng et al. 2014; Long et al. 2015; 2016;
2017) or adversarially learning the feature representations
to deceive some domain discriminator (Tzeng et al. 2015;
Ganin and Lempitsky 2015; Ganin et al. 2016; 2016; Long
et al. 2018).

Despite their efficacy in various tasks, existing adversar-
ial domain adaptation methods mainly align the representa-
tions extracted from the entire images across domains, with-
out considering the complex distributions of different re-
gions. It is obvious that different regions of an image are
not equally transferable. Some regions in the image, like
background, may not contribute much to domain adapta-
tion though it is possible to be aligned across domains in the
feature space. Moreover, some images that are significantly
dissimilar across domains in the feature space should not be
forcefully aligned together across domains, otherwise it may
be vulnerable to negative transfer of irrelevant knowledge.
However, these problems were not considered by previous
domain adaptations methods.

In this paper, we tackle the aforementioned challenges in
a unified multi-adversarial learning framework while further
exploring the attention mechanism. Recent advances in do-
main adaptation reveal that fine-grained alignment of fea-
tures extracted from different domains (Pei et al. 2018) can
yield better performance in many transfer learning tasks. Be-
sides, the attention mechanism (Vaswani et al. 2017) is an
effective method to focus on important regions of an im-
age, with numerous successes in deep learning tasks such
as classification, segmentation and detection. Therefore, this
paper presents Transferable Attention for Domain Adapta-
tion (TADA), which realizes two types of complementary



transferable attention: transferable local attention generated
by multiple region-level domain discriminators to highlight
transferable regions, and transferable global attention gener-
ated by single image-level domain discriminator to highlight
transferable images. The transferable local attention consid-
ers the variability in different regions’ transferability, which
is implemented by a multi-adversarial network over the rep-
resentations extracted from different regions. Furthermore,
the transferable global attention takes the variability of dif-
ferent images’ transferability into account, exploring the fact
that the images more similar across domains will contribute
more to the classification task. Comprehensive experiments
demonstrate that our models achieve state of the art perfor-
mance on standard domain adaptation datasets.

Related Works
Domain Adaptation In order to mitigate the generaliza-
tion bottleneck introduced from domain shift, many domain
adaptation methods (Pan and Yang 2010; Quionero-Candela
et al. 2009) have been proposed through the past decade.
Early domain adaptation methods either bridge the source
domain and the target domain by learning domain-invariant
feature representations (Pan et al. 2011; Duan, Tsang, and
Xu 2012) or estimating instance importances (Huang et al.
2006; Sugiyama, Krauledat, and Ller 2007) using labeled
source data and unlabeled target data. Since deep networks
prove to be able to learn more transferable representations
(Yosinski et al. 2014), they have been widely adopted to
generate domain-invariant representation for transfer learn-
ing (Glorot, Bordes, and Bengio 2011; Oquab et al. 2014),
multi-modal and multi-task learning (Collobert et al. 2011;
Ngiam et al. 2009), leading to significant performance gains
against previous shallow transfer learning methods.

These deep domain adaptation methods gain huge im-
provement, however, deep representations can only reduce,
but not remove, the cross-domain discrepancy according to
some recent research (Glorot, Bordes, and Bengio 2011;
Tzeng et al. 2014). To seamlessly integrate deep learning
and domain adaptation, some methods (Tzeng et al. 2014;
Long et al. 2015; 2016; 2017) add adaptation layers in deep
convolutional networks to match the feature distributions of
the source and the target domains, while others add a sub-
network as the domain discriminator to distinguish features
extracted from different domains and train a deep classi-
fication model to confuse the domain discriminator at the
same time (Ganin and Lempitsky 2015; Tzeng et al. 2015;
2017). To consider the complex multimode structures under-
lying the data distributions, Pei et al. (2018) utilizes multiple
domain discriminators each associated with a class to enable
fine-grained alignment of different data distributions.

Adversarial Learning Since Ganin et al. (2015) success-
fully achieved the adaptation behavior via a gradient reversal
layer, adversarial adaptation methods have gained growing
interest within the field of transfer learning. These meth-
ods utilize an adversarial objective loss function regard-
ing to a domain discriminator to minimize the domain dis-
crepancy and thus generate more transferable representa-

tions. Since the standard Generative Adversarial Networks
(GANs) (Goodfellow et al. 2014) may encounter the techni-
cal difficulty of mode collapse, some innovative ideas were
addressed by recent proposals (Mirza and Osindero 2014;
Che et al. 2016; Metz et al. 2016; Odena, Olah, and Shlens
2017). In particular, Generative Multi-Adversarial Network
(GMAN) (Durugkar, Gemp, and Mahadevan 2016), a frame-
work that extends GANs to multiple discriminators, explores
several design perspectives with the discriminator role rang-
ing from formidable adversary to forgiving teacher, which
significantly eases model training and enhances distribution
matching. Recently, increasing researches applied GANs to
the domain transfer problem, for example, the CoGAN (Liu
and Tuzel 2016) train two GANs to generate the source and
target images respectively. In addition, the CyCADA (Hoff-
man et al. 2018) introduced the CycleGAN (Zhu et al. 2017)
into the problem of semantic segmentation for domain adap-
tation and achieved impressive performances.

Global and Local Attention Recently, attention mecha-
nisms have received remarkable advances in network archi-
tectures, even without the assistance of recurrence or convo-
lutions entirely (Vaswani et al. 2017). These methods allow
the networks to weight features at the pixel level. Consider-
ing different levels of attention, the global and local attention
was further put forward. It is reported that global and local
attention models have achieved promising performance in
image caption (Li et al. 2017), image segmentation (Chen
et al. 2016) and image classification (Wang et al. 2017). Ad-
ditionally, researchers (Moon and Carbonell 2017) proposed
Attentional Heterogeneous Transfer, a method with a newly-
designed transfer loss to determine the transferable samples
from the source domain to the target domain.

Transferable Attention for Domain Adaptation
In this paper, we focus on the unsupervised domain adap-
tation problem, which constitutes a labeled source domain
Ds = {(xsi , ysi )}

ns
i=1 and an unlabeled target domain Dt =

{xtj}
nt
j=1, where xi is an example and yi is the associated la-

bel. The goal of this paper is to build a deep network, which
can be trained on the labeled source data and generalize well
to the unlabeled target data. Note that the source and tar-
get domains follow different probability distributions. The
discrepancy between these two distributions raises the key
technical challenge of domain adaptation.

The main technique of exiting methods is to bridge dif-
ferent domains by closing the distribution discrepancy. To
realize this, an intuitive idea is to formally define some sta-
tistical distance in the probabilitic metric space, while learn-
ing a new representation of the source and target data to
minimize that distance (Long et al. 2015). A more sophisti-
cated idea is inspired by the generative adversarial networks
(GANs) (Goodfellow et al. 2014). Here a two-player mini-
max game is constructed, in which the first player is a do-
main discriminator to distinguish the source from the target,
and the second player is a feature extractor trained adver-
sarially to deceive the domain discriminator (Ganin et al.
2016). These two ideas have incubated the mainstream deep
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Figure 1: The architectures of Transferable Attention for Domain Adaptation (TADA), where multi-adversarial network (blue) is
developed for local attention to highlight the representations of those regions with higher transferability, and global adversarial
network (green) is utilized to enhance the prediction certainty of the images more similar in the feature space across domains.

domain adaptation methods in recent years.
While significant performance gains have been witnessed,

there is a common intrinsic limitation of this line of work:
transfer is in coarse-grain. In other words, each image is rea-
soned as a whole to be transferred or not, without exploiting
its fine-grained structures, e.g. regions or patches. A more
realistic consideration is that, the rich structures of an image
should be further exploited to enable fined-grained transfer.
Also we should be able to reason about which structure of
an image is transferable and which is not.

This observation is motivated from human learning: when
a person learns to transfer the knowledge behind an image,
he will mainly attend to the structures analogous (in other
words, transferable) to his target task of interest. Thus, the
attention mechanism of humans is beyond just paying atten-
tion to objects—instead, they pay more attention to the ob-
jects useful for reasoning their particular target task. In this
paper, we envision the idea of transferable attention, which
is described as follows.

Definition 1 (Transferable Attention) A transferable at-
tention, in the context of image recognition, is the mecha-
nism that a human not only pays attention to a source object,
but also connects this attention to a target object of interest.

More intuitively, the standard attention studied in machine
learning (Vaswani et al. 2017) focuses on a specific object
in an image, while the transferable attention studied in this
paper concentrates on the similarity or distinction between
two objects—to reason about whether they are transferable.
An important fact is that: the attention may be multi-scale,
that is, sometimes people observe all objects as a whole, and
sometimes they attend to only a specific part of an object.
This distinction also applies to the transferable attention. In
this work, we explore two types of transferable attention:
transferable local attention and transferable global attention.

Transferable Local Attention
First, we introduce the transferable local attention, which
focuses our domain adaptation model to those transferable
regions. Lets recall the well-established domain adversarial
neural network (DANN) (Ganin et al. 2016), in which a two-
player minimax game is constructed. The domain discrimi-
nator Gd serves as the first player and its parameters θd are
learned by minimizing the loss Ld of domain discriminator,
while the feature extractor Gf is the second player whose
parameters θf are learned by maximizing the loss Ld in or-
der to confuse the domain discriminator Gd. The objective
of DANN (Ganin et al. 2016) can be formulated as

C0 (θf , θy, θd) =
1

ns

∑
xi∈Ds

Ly (Gy (Gf (xi)) , yi)

− λ

n

∑
xi∈Ds∪Dt

Ld (Gd (Gf (xi)) , di),

(1)

where n = ns+nt and λ is a hyper-parameter that trade-offs
the domain adaptation loss Ld with the classification loss Ly
corresponding to the source classifier Gy .

As mentioned earlier, not all regions of the image are
equally transferable and some regions in the image are more
transferable than the others. Therefore, to match the source
and target domains over the structures underlying the differ-
ent regions of an image, we split the domain discriminator
Gd in Equation (1) into K region-wise domain discrimina-
torsGkd, k = 1, 2, . . . ,K, and each is responsible for match-
ing the source and target domain data corresponding to re-
gion k, as shown in Figure 1. Applying this to all K domain
discriminators Gkd, k = 1, 2, . . . ,K yields

Ll =
1

Kn

K∑
k=1

∑
xi∈Ds∪Dt

Ld(G
k
d(f

k
i ), di), (2)



where Gf represents the feature extractor, fki = Gf (xi))
k

is the representation in region k, di is the domain label of
point xi, Ld is the cross-entropy loss of the domain discrim-
inator Gkd . Moreover, K is determined by the network archi-
tecture, and in particular, K = W × H , where W and H
are the width and height of the feature map in the last con-
volutional layer. For example, we adopt ResNet-50 as our
network backbone, where the last convolutional layer is of
dimension 7× 7× 2048, and thus K = 49.

The output d̂ki = Gkd(f
k
i ) of each domain discriminator

Gkd is the probability of the region k in image i belonging
to the source domain. When the probability approaches 1,
it indicates that the region k belongs to the source domain,
and 0 represents that it belongs to the target domain. Note
that our goal of transferable local attention is to attend to the
objects of interest that are also transferable across domains.
Therefore, in order to focus on more transferable regions, a
larger local attention value should be generated over these
regions. In information theory, the entropy functional is an
uncertainty measure defined as H(p) = −

∑
j pj · log(pj)

which nicely meets our need to quantify the transferability.
We thus utilize the entropy criterion to generate the local
attention value for each region k as

wki = 1−H(d̂ki ). (3)

The benefit of this kind of local attention is to enable a fine-
grained transfer path from the source to the target. However,
wrong local attention may hurt the domain adaptation task to
some degree, so we mitigate such negative effect by adding
a residual connection following the idea of existing attention
methods (Wang et al. 2017). Such a residual mechanism is
more robust to wrong local attention. Therefore, the locally
attended features hki can be finally transformed as

hki = (1 + wki ) · fki . (4)

In this way, the regions whose representations are more
transferable will be weighted by a larger attention value, thus
focusing the domain adaptation model on those important
regions. As the attention value for each region is generated
according to its transferability, this kind of local attention is
naturally transferable across domains.

Transferable Global Attention
In this section, we further introduce the transferable global
attention, which focuses our domain adaptation model to
those transferable images. In the local attention module, we
focus on the transferability of each region for a fine-grained
transfer. Admittedly, owing to translations, rotations or other
transformations in the images, it is possible that the do-
main discriminators might find fewer regions to align, how-
ever, these regions are still more transferable than the other
hard-to-align regions. Therefore, it is necessary to develop a
global adversarial module which can transfer knowledge un-
der domain variations due to translations, rotations or other
transformations. Similar to DANN (Ganin and Lempitsky
2015), our global adversarial learning module is also added
to the features Gb(hi) before the classifier Gy . We train the

global discriminator with the following objective function:

Lg =
1

n

∑
xi∈Ds∪Dt

Ld(Gd(Gb(hi), di)), (5)

whereGb represents the bottleneck layer parametrized by θb
(Figure 1), di is the domain label of point xi, and Ld is the
cross-entropy loss of the global domain discriminator Gd.

Inspired by the minimum entropy regularization for
semi-supervised learning (Grandvalet and Bengio 2005),
RTN (Long et al. 2016) exploits the entropy minimization
principle for refining the classifier adaptation, which encour-
ages the low-density separation between classes by minimiz-
ing the entropy of class-conditional distribution on target do-
main data Dt. Obviously, minimizing entropy increases the
confidence of the classifier predictions. However, not all im-
ages in the target domain are transferable, such as the images
that are significantly dissimilar in the feature space across
domains. Negative results may incur if the entropy of these
images are forcefully minimized. Since these dissimilar im-
ages are easier to be mistakenly classified, it may be harmful
to increase their confidence of the classifier predictions since
increasing their certainty will confuse the classifier.

Similar to the local attention generation mechanism, it is
also reasonable to utilize the global discriminator’s output
d̂i = Gd(Gb(hi)) to generate an attention value for each im-
age’s entropy loss, aiming to enhance the certainty of those
images that are more similar across domains. The global at-
tention value for each image is generated by the following
equation:

mi = 1 +H(d̂i), (6)

where d̂i is the output of the global domain discriminator in-
dicating the corresponding image’s transferability. The more
transferable the corresponding image is, the larger the global
attention valuemi is. Embedding the attention valuemi into
the entropy loss, the attentive entropy can be formulated as

Lh = − 1

n

∑
xi∈Ds∪Dt

c∑
j=1

mi · pi,j · log(pi,j), (7)

where c is the number of classes, and pi,j is the probabil-
ity of predicting point xi to class j. In this way, the global
discriminator’s output is cleverly applied to highlight the en-
tropy of the images which transfer better in the feature space.
By minimizing the attentive entropy penalty, these images’
predictions will become certain and thus improve the classi-
fier’s performance. As the attention value for each image is
generated according to its transferability, this kind of global
attention is naturally transferable across domains.

Transferable Attention for Domain Adaptation
By applying transferable local attention and transferable
global attention modules, negative transfer for each region is
alleviated and positive transfer for each image is enhanced.
The local attention module based on multi-adversarial net-
work on different regions enables a fine-grained transfer
path from the source to the target domain, while the global
attention module embedded on the global feature before the



classifier can transfer knowledge under domain variations
due to translations, rotations or other transformations. What
we still lack is a proper classification loss function that leads
the classifier to generate correct predictions. Like most do-
main adaptation methods, this loss function can be formu-
lated on the source domain labeled data Ds as

Ly =
1

ns

∑
xi∈Ds

Ly(Gy(Gb(hi)), yi), (8)

where Ly is the cross-entropy loss function and Gy is the
source classifier used for making final predictions.

We enable effective unsupervised domain adaptation by
the Transferable Attention for Domain Adaptation (TADA),
which jointly learns transferable features and adaptive clas-
sifiers by integrating deep feature learning, global domain
adaptation, local domain adaptation and transferable atten-
tion mechanism in an end-to-end deep architecture. Finally,
the proposed TADA model can be formulated as

C(θf , θb, θy, θd, θ
k
d |Kk=1) = Ly + γLh − λ(Lg + Ll)

=
1

ns

∑
xi∈Ds

Ly(Gy(Gb(hi)), yi)

− γ

n

∑
xi∈D

C∑
j=1

mi · pi,j · log(pi,j)

− λ

n
[
∑
xi∈D

Ld(Gd(Gb(hi), di))

+
1

K

K∑
k=1

∑
xi∈D

Ld(G
k
d((Gf (xi))

k), di)]

(9)
where D = Ds ∪ Dt and γ, λ are hyper-parameter that re-
spectively trade-off the attentive entropy objective and do-
main adaptation objective with the classification objective
in the unified optimization problem. The minimax optimiza-
tion problem is to find the network parameters θ̂f , θ̂y , θ̂b, θ̂d
and θ̂kd(k = 1, 2 . . . ,K) that jointly satisfy

(θ̂f , θ̂b, θ̂y) = argmin
θf ,θb,θy

C
(
θf , θb, θy, θd, θ

k
d |Kk=1

)
,

(θ̂d, θ̂
1
d, ..., θ̂

K
d ) = argmax

θd,θ1d,...,θ
K
d

C
(
θf , θb, θy, θd, θ

k
d |Kk=1

)
.

(10)
The overall system can be efficiently trained end-to-end by
back-propagation, using the auto-differentiation technique.

Experiments and Results
We evaluate the proposed Transferable Attention for Do-
main Adaptation (TADA) model with state of the art domain
adaptation methods. Code and datasets will be available at
github.com/thuml.

Setup
Office-31 (Saenko et al. 2010), a standard benchmark for
visual domain adaptation, contains 4,652 images and 31 cat-
egories from three distinct domains: Amazon (A), which
contains images downloaded from amazon.com, Webcam

(W) and DSLR (D). We evaluate all methods across three
transfer tasks A → W, D → W and W → D, which are
widely used by previous deep transfer learning methods
(Tzeng et al. 2014; Ganin and Lempitsky 2015), and another
three transfer tasks A→ D, D→ A and W→ A as used by
(Tzeng et al. 2015; Long et al. 2015; 2016).

Office-Home (Venkateswara et al. 2017) is a more chal-
lenging dataset for domain adaptation evaluation. It consists
of around 15,500 images in total from 65 categories of ev-
eryday objects in office and home settings. There are four
significantly different domains: Artistic images (Ar), Clip
Art (Cl), Product images (Pr) and Real-World images (Rw).
The images of these domains have substantially different ap-
pearances and backgrounds, and the number of categories is
much larger than that of Office-31, making it more difficult
to transfer across domains.

We follow the standard evaluation protocols for unsuper-
vised domain adaptation (Long et al. 2015; Ganin and Lem-
pitsky 2015). We set λ = 1.0 and γ = 0.1 throughout
all experiments. Our methods were implemented based on
the PyTorch, and ResNet-50 (He et al. 2016) models pre-
trained on the ImageNet dataset (Russakovsky et al. 2014).
We fine-tune all convolutional and pooling layers and apply
back-propagation to train the classifier layer and all domain
discriminators. Whatever module trained from scratch, its
learning rate was set to be 10 times that of the lower lay-
ers. We adopt mini-batch stochastic gradient descent (SGD)
with momentum of 0.95 using the learning rate and progres-
sive training strategies as in (Ganin and Lempitsky 2015).

Results
The classification accuracies on the Office-31 dataset for
unsupervised domain adaptation based on ResNet-50 are
shown in Table 1. For fair comparison, the results of all base-
lines are directly reported from their original papers wher-
ever available. The TADA model significantly outperforms
all comparison methods on most transfer tasks. It is remark-
able that TADA promotes the classification accuracies sub-
stantially on hard transfer tasks, e.g. D→ A, W→ A, A→
W and A→ D, and produce comparable classification per-
formance on easy transfer tasks, D→W and W→ D. How-
ever, the results for TADA (local) on D→A and W→A are
much lower than the existing approaches. As we know, the
two domains Webcam (W) and DSLR (D) have only 795 and
498 images in total for 31 classes respectively. This is not
sufficient for learning good local attention, which constitutes
fine-grained regional information. Furthermore, it is possi-
ble that the domain discriminators might find fewer regions
to align due to translations, rotations or other transforma-
tions. The global attention successfully remedies this weak-
ness of the local attention, enabling TADA (global+local) to
achieve strong results.

As reported in Table 2, the TADA approach overpasses the
comparison methods on all transfer tasks on Office-Home
and improve their accuracy with a larger rooms though the
domains in this dataset are with more categories. Some
transfer learning tasks are even improved by more than 10



Table 1: Accuracy (%) on Office-31 for unsupervised domain adaption (ResNet)
Method A→W D→W W→D A→D D→A W→A Avg

ResNet-50 (He et al. 2016) 68.4 ± 0.2 96.7 ± 0.1 99.3 ± 0.1 68.9 ± 0.2 62.5 ± 0.3 60.7 ± 0.3 76.1
TCA (Pan et al. 2011) 72.7 ± 0.0 96.7 ± 0.0 99.6 ± 0.0 74.1 ± 0.0 61.7 ± 0.0 60.9 ± 0.0 77.6
GFK (Gong et al. 2012) 72.8 ± 0.0 95.0 ± 0.0 98.2 ± 0.0 74.5 ± 0.0 63.4 ± 0.0 61.0 ± 0.0 77.5
DAN (Long et al. 2015) 80.5 ± 0.4 97.1 ± 0.2 99.6 ± 0.1 78.6 ± 0.2 63.6 ± 0.3 62.8 ± 0.2 80.4
RTN (Long et al. 2016) 84.5 ± 0.2 96.8 ± 0.1 99.4 ± 0.1 77.5 ± 0.3 66.2 ± 0.2 64.8 ± 0.3 81.6
DANN (Ganin et al. 2016) 82.0 ± 0.4 96.9 ± 0.2 99.1 ± 0.1 79.7 ± 0.4 68.2 ± 0.4 67.4 ± 0.5 82.2
ADDA (Tzeng et al. 2017) 86.2 ± 0.5 96.2 ± 0.3 98.4 ± 0.3 77.8 ± 0.3 69.5 ± 0.4 68.9 ± 0.5 82.9
JAN (Long et al. 2017) 85.4 ± 0.3 97.4 ± 0.2 99.8 ± 0.2 84.7 ± 0.3 68.6 ± 0.3 70.0 ± 0.4 84.3
MADA (Pei et al. 2018) 90.0 ± 0.1 97.4 ± 0.1 99.6 ± 0.1 87.8 ± 0.2 70.3 ± 0.3 66.4 ± 0.3 85.2
SimNet (Pinheiro 2018) 88.6 ± 0.5 98.2 ± 0.2 99.7 ± 0.2 85.3 ± 0.3 73.4 ± 0.8 71.6 ± 0.6 86.2
GTA (Sankaranarayanan et al. 2018) 89.5 ± 0.5 97.9 ± 0.3 99.8 ± 0.4 87.7 ± 0.5 72.8 ± 0.3 71.4 ± 0.4 86.5

TADA (local) 89.4 ± 0.4 98.7 ± 0.2 99.8 ± 0.2 87.2 ± 0.2 66.4 ± 0.2 65.3 ± 0.3 84.5
TADA (global) 92.9 ± 0.4 98.2 ± 0.2 99.8 ± 0.2 88.9 ± 0.2 69.6 ± 0.2 71.0 ± 0.3 86.7
TADA (local+global) 94.3 ± 0.3 98.7 ± 0.1 99.8 ± 0.2 91.6 ± 0.3 72.9 ± 0.2 73.0 ± 0.3 88.4

Table 2: Accuracy (%) on Office-Home for unsupervised domain adaption (ResNet)
Method Ar→Cl Ar→Pr Ar→Rw Cl→Ar Cl→Pr Cl→Rw Pr→Ar Pr→Cl Pr→Rw Rw→Ar Rw→Cl Rw→Pr Avg

ResNet-50 (He et al. 2016) 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DAN (Long et al. 2015) 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3
DANN (Ganin et al. 2016) 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
JAN (Long et al. 2017) 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3

TADA (local) 47.3 69.1 75.2 56.9 66.4 69.1 55.9 46.9 75.7 68.2 56.2 80.4 63.9
TADA (global) 51.3 66.0 76.5 58.6 69.3 70.3 58.3 52.0 77.1 70.2 57.0 81.5 65.7
TADA (local+global) 53.1 72.3 77.2 59.1 71.2 72.1 59.7 53.1 78.4 72.4 60.0 82.9 67.6

points compared with JAN (Long et al. 2017), such as Pr→
Cl. It is encouraging that TADA yields larger improvements
on such difficult transfer learning tasks, which suggests that
TADA is able to learn more transferable representations for
effective domain adaptation.

Analysis
Ablation Study To tooth apart the separate contributions
of the transferable local attention and the transferable global
attention modules, we denote by TADA (local) the com-
bination of classification, local attention and entropy mod-
ules, and by TADA (global) the combination of classifica-
tion, global attention and attentive entropy modules. Exper-
imental results reveal that both TADA (local) and TADA
(global) gain significant improvements over baselines but
TADA (global) works better on some difficult tasks than
TADA (local). The reason is that TADA (global) can bet-
ter transfer knowledge under domain variations due to trans-
lations, rotations or other transformations. What is more,
TADA (local+global) also improves with a large room over
either TADA (local) or TADA (global), revealing that TADA
(local+global) is the most effective while TADA (local) and
TADA (global) are well complementary to each other.

Feature Visualization To show the feature transferability,
we visualize in Figures 2(a)–2(d) the network activations of
the bottleneck layer from task A→W (31 classes) learned
by ResNet, DANN, MADA and TADA respectively using t-

SNE embeddings (Donahue et al. 2014). From left (ResNet)
to right (TADA), the source and target domains are made
more and more indistinguishable. In particular, the represen-
tations generated by TADA formed exactly 31 clusters with
clear boundaries. TADA’s better visualization result suggests
that it is able to match the complex multimodal structures
of the source and target data distributions both globally and
locally, thus learning more transferable features for domain
adaptation.

Attention Map Visualization To verify that the attention
map can focus on the desirable regions (in particular, the
foreground objects) in the image, we randomly sample some
input images from the source domain (Ar) and target do-
main (Rw). As shown in Figure 3, different regions in the
images have different corresponding attention masks in our
network. The hotter the color, the larger the attention value.
Take the image on the top-right as an example, the clock
mask is highlighted with red color while the background
mask diminishes in blue color though the background are
complicated enough with person and other messy objects.
Meanwhile, only the more transferable regions of the fore-
ground were highlighted. The images in the bottom line in-
dicate that only the flames of the candles are highlighted
since they are more transferable than the body of candles.
These results intuitively show that the transferable atten-
tion mechanism can generate meaningful regions for fine-
grained transfer.



(a) ResNet (b) DANN (c) MADA (d) TADA

Figure 2: The t-SNE visualization of features learned by (a) ResNet, (b) DANN, (c) MADA, and (d) TADA (red: A; blue: W).

Source Domain Target Domain

Figure 3: Attention visualization of the last convolutional layer of ResNet on Office-Home. The images on the left are randomly
sampled from source domain (Ar) while the right from target domain (Rw). In each group of images, the original input images,
the corresponding attentions and the attentions shown in the original input images are illustrated from left to right respectively.

Conclusion

This paper presented Transferable Attention for Domain
Adaptation (TADA), a novel multi-adversarial domain adap-
tation approach with both global and local attention mecha-
nism. Unlike previous adversarial domain adaptation meth-
ods that only match the feature extracted from the entire im-
ages across domains, the proposed approach further exploits
the complex multimodal structures by considering the trans-
ferability of different regions or images. Our approach stud-
ies two types of complementary transferable attention: lo-
cal attention generated by multiple region-level domain dis-
criminators to highlight transferable regions, and global at-
tention generated by single image-level domain discrimina-
tor to highlight transferable images. Comprehensive experi-
ments show that the proposed approach outperforms state of
the art results on standard domain adaptation datasets.
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