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Supervised Learning
Learner: f:x —y  Distribution: (x,y)~ P(x,y)

fish
bird
mammal

tree

IID Setup

. complexity
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Error Bound: etest < N

Mingsheng Long Transfer Learning August 18, 2020 3 /59



Transfer Learning

@ Machine learning across domains of different distributions P # @
o OOD: Out-of-Distribution (from 11D to Non-IID to OOD)

@ How to bound generalization error on target domain for OOD setup?

Source Domain

Target Domain

g

Simulation

Representation

fix—>y Px,y)#Q(x.y) fix—Yy
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Bias-Variance-Shift Dilemma

OOD

Training Set Val Set

'

A 4

Dev Set Test Set

i ] Optimal Bayes Rate
Training Error high?
Yes

Val Error high?
Yes

Dev Error high?

Variance

Dataset Shift

Yes

| o

Dev Overfitting

Test Error high?
Yes
1 No

Deeper Model
Longer Training

Bigger Data
Regularization

Data Generation
Transfer Learning

Bigger Dev Data

Under the Bias-Variance-Shift dilemma,
@ how to train and validate an ML model?
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Representative Approaches to Transfer Learning

Learning to match distributions across OOD domains s.t. P ~ Q
e Covariate shift: P(X) # Q(X) (mainstream work of this setup)
@ Prior shift: P(Y) # Q(Y) (challenging, current hotspot)
e Conditional shift: P(Y|X) # Q(Y|X) (challenging, future research)

generated distribution true data distribution

p(x)

EIp(X)]

unit gaussian

generative
model

(neural net) e foss| 7

image space image space

Kernel Embedding Adversarial Learning

Generally, no theoretical guarantees!

Song et al. Kernel Embeddings of Conditional Distributions. IEEE, 2013.
Goodfellow et al. Generative Adversarial Networks. NIPS 2014.
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Principal Problem: Bridging Theory and Algorithm

Everything should be made as simple as possible, but no simpler.
—Albert Einstein
There is nothing more practical than a good theory.
—Vladimir Vapnik
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Machine Learning Framework

Unknown target function
LX->Y

!

Training examples
(g, ¥1)s s Cony In)

Learning
algorithm
A

Final hypothesis
h=l

S~

Hypothesis space
H

@ Algorithms that (automatically) improve their performance (P) at
some task (T) with experience (E).

o Hypothesis space H — all the possible functions to search from.
o Learning algorithm A : D — H — search for the best hypothesis.
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Statistical Learning View

P

@ All Statistics: There is a latent data generating distribution Py xy.

o 1ID Assumption: All training and testing pairs P = {(xi,yi)}_, are
generated i.i.d. from Pyyy.
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Statistical Learning Formulation

LI.D. ~P

y =h()

Representor — Learner —

Training
Data P

{Grk,

R S R

Formally analyzing the classification problem with 01-loss [- # -].
Training error: e5(h) = £ 37 [h(x;) # yi] = B pyop [ (X) # y].
Test error: ep (h) = Exyyp [h(x) # y].

Training error is an unbiased estimation of test error.

Principal problem: Can we control ep (h) with observable ¢z (h)?
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Statistical Learning Theory

& Underfitting

Error

Best

Overfitting >

1OT
Fit Tcst Ell(

%I

Model complexity

o Generalization error: The gap between training error and test error.

@ Generalization error depends on sample size n and model complexity.

@ For hypothesis space ‘H with VC-dimension d, we have bound:

dl log 2
ep(h) < ep(h)+ O \/w
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Transfer Learning Formulation

Source Target
Domain Domain

LLD.~P P == Q x  LLD.~Q
> >

Testing

Training

Q

Data
{(xi »Yi )}:l:
e y = h(x) }
Training Error Test Error
ep(h) eq(h)

Only have labeled data sampled from a different source domain P.

And unlabeled data sampled from a target domain Q. € (h) is not
observable!

Principal problem: Can we control target error ¢g (h)?
Disparity on D is defined by: ep (h1, h2) = E(x y)p [h1 (x) # h2 (x)].
Good news: Computation of disparity does not require (target) label!
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Relating Target Risk to Source Risk

Theorem (Bound with Disparity)

For classification tasks of transfer learning, define the ideal joint hypothesis

as h* = arg min, ¢y [ep (h) + €@ (h)], the target risk eq(h) can be bounded
by the source risk ep(h), the ideal joint error, and the disparity difference:

€q (h) < ep(h) +[ep (h") +€q (h*)] + |ep (h, h*) —eq (h, h*)| (1)

Simply using the triangle inequalities of the 01-loss, we have

€Q (h) < eq(h") +eq(h, h7)
=eq(h*)+ep(h h*)+eq(h,h*)—ep(h,h") 2)
S e (h”) +ep (h h") + |eq (h, h*) —ep (h, h)]
<ep(h) +[ep (h) + e (M) + [ep (h, h*) — eq (h, i)

O

v

Mingsheng Long Transfer Learning August 18, 2020 15 / 59



HAH-Divergence!

@ Assumption: Small ideal joint error €;geas = €p (h*) + €q (h*).
@ We can illustrate the disparity difference |ep (h, h*) —eq (h, h*)|:

low high ,~ Supremum over all pairs
h
h
h*
H H

h*

n*

@ However, h* is unknown and h is undefined!
e HA#H-Divergence: dyan(P, Q)= sup |ep(h,h') —eq(h, )|
h,heH

@ Can be estimated from finite unlabeled samples of source and target.

! Ben-David et al. A Theory of Learning from Different Domains. Machine Learning, 2010.
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Bound HAH-Divergence with Domain Discriminator

Theorem (Generalization Bound with 7 A#-Divergence)

Denote by d the VC-dimension of hypothesis space H. We have

m

o However, HAH-Divergence is hard to compute and optimize.
@ For binary hypothesis h, HAH-Divergence can be further bounded by

duan(P, Q) = hiysﬂ lep (h,h') —eq (h, )|
— swp [EpB() 20 -ElM A0 (a)
SEHAM
< sp [5p[D() =11 + B [D() =]

@ This bound can be estimated by training a domain discriminator D(x).
@ Under strong assumption that HAH C Hp (universal 2-layer DNN).
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Domain Adversarial Neural Network (DANN)?

oL,

66 B a9, Closs L,
T h
g $ $ $ class label y
= 1] IR
3
)\de = label predictor G (-;6,) i
¢ 00 ¢ > o g domain classifier G4(-;604) "
1/%@
feature e\tmctox Gy(-05) /g}%@%
(e E> E> @ domain label d D
dL.
D L By
forwardprop  backprop (and produced derivatives) 004

Adversarial domain adaptation: learn ¢ to minimize dyax(¢(P), #(Q)).
i By LMO()). 1) + ma (B0L(O(600). 1) + EqL(0(6(0).0) | (5

Supervised Learning on source + Upper-Bound of dy; a3 on source/target

2Ganin et al. Domain Adversarial Training of Neural Networks. JMLR 2016.
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Theory and Practice: Gap Exists for Decade

Theory vs. Practice:
Binary Classification vs. Multiclass Classification.
Discrete Classifier vs. Classifier with Scoring Function.

dyan does not need label vs. dyaz is hard to compute and optimize.

Principal problem: How to bridge theory and algorithm?
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Step |: Disparity Discrepancy (DD)?3

Definition (Disparity Discrepancy (DD))

Given a hypothesis space H and a specific hypothesis h€ H, the Disparity
Discrepancy (DD) induced by h' € H is defined by

dh (P, Q) (Eq[h' # h] — Ep[h" # h]) (6)

= sup
heH

@ The supremum in Disparity Discrepancy (DD) is taken over only one
hypothesis space H without | - |, which can be optimized more easily.

Theorem (Bound with Disparity Discrepancy)

For every hypothesis h € H,
eq(h) < ep(h) + dnu(P, Q) + €ideal, (7)

where €jqeas = €(H, P, Q) is the ideal joint error.

3Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Step |: Disparity Discrepancy (DD)

@ Disparity Discrepancy (DD) is tighter than HAH-Divergence.

Supremum over all pairs Supremum over single space
oh
A —-—) A
H H H H
HAH-Divergence Disparity Discrepancy

@ DD can be estimated by a joint domain discriminator D(x, h(x)).
dn2(P, Q) = sup (ep (h,h') —eq (h,h'))
Wer
= sup (Ep [|h(x) = h'(x)| # 0] — Eq [|h(x) — H'(x)| #0])  (g)
Wer

< Dseug (Ep [D(x, h(x)) = 1] +Eq [D (x, h(x)) = 0])
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Conditional Domain Adversarial Network (CDAN)*
Go—

1l

DNN:
AlexNet
ResNet

[0000:+0000

Conditional adversarial domain adaptation: minimize dp 3 (¢(P), ¢(Q)).

min £(G) — \(D, G)
¢ (9)
min (D, G),
D
E(D,G) = ~Exp, log [D (ff @ &)] — Exup, log [1 - D (ff @ gf)] (10)

4Long et al. Conditional Adversarial Domain Adaptation. NIPS 2018.
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Multiclass Classification Formulation

@ Scoring function: f e F: X xY =R

Labeling function induced by f: hr : x + arg max, ¢y, f(x,y)
Labeling function class: H = {h¢|f € F}
Margin of a hypothesis f:

prle.y) = 5(F(x.y) — max(x.y))

@ Margin Loss: A
0 p<x —
Pp(x)=91-x/p 0<x<p :
1 x<0 0 1 >
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Complexity Measurement

Definition (Rademacher Complexity)

The empirical Rademacher complexity of function class G w.r.t. sample D
is defined as 1
R5(9) =Eosup - > _ oig(z), (11)
gc6 Mo
where o;'s are independent uniform random variables taking values in
{—1,+1}. The Rademacher complexity is defined as

Rnp(G) =Ep_pR5(G). (12)

v

Definition (Covering Number)

(Informal) A covering number Na(7,G) is the minimal number of L5 balls
of radius 7 > 0 needed to cover a class G of bounded functions g : X — R.

These complexity measures can be viewed as extensions of VC-dimensions.
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Margin Theory

@ Margin error: eg) (f) = Exy)~n [Po(pr(x,¥))]

@ This error takes the margin of the hypothesis f into consideration:

-,

| Eear-ati et S 0P 1

The Margin of f
®y-0sx9)

@ Given a class of scoring functions F, 11.F is defined as

Decrease

enD(f) 2 E, p®,-p/(x.y)|

MF ={x— f(x,y)ly € V,f € F}.

@ Margin Bound for IID setup (generalization error controlled by p):

2k2

log 2
+ e (MF) + © 3

errsf)(f) err(p)(f)

August 18, 2020

(13)

(14)
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Step II: Margin Disparity Discrepancy (MDD)®

@ Margin Disparity: eg)(f’, £) £ Exny [P,(pr (%, he(x)))]-
@ We further define the margin version of Disparity Discrepancy (DD):

Definition (Margin Disparity Discrepancy (MDD))

Given a hypothesis space F and a specific hypothesis f € F, the Margin

Disparity Discrepancy (MDD) induced by f' € F and its empirical version
are defined by

4P, Q) £ sup (g)(F, 1) — (1)),
fleF (15)
d(P)

f’f('a’ @) = sup (E(é))(f/v f)— e(ﬁp)(f’, f))

MDD satisfies d}?}(P, P) = 0 as well as nonnegativity and subadditivity.

v

5Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Bound with Margin Disparity Discrepancy

Theorem (Bound with MDD)

Let F C RY*Y be a hypothesis set with label set ) = {1,--- , k} and

H C V¥ be the corresponding Y-valued labeling function class. For every
scoring function f € F,

calf) < €)(N) + (P, Q) + 2y (16)
and € s the ideal joint margin error: €)= fminf{eg))(f*) + e(cs’)(f*)}.
=

@ This upper-bound has a similar form with the classic bound:

° eSf)(f) measures the performance of f on the source domain.

o MDD bounds the performance gap caused by the domain shift.

° efge)a, is the margin version of the ideal joint error.

@ A new tool for analyzing transfer learning with margin theory.
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Definitions for Generalization Bounds

Two function classes for deriving the generalization bounds with MDD:

Definition (Function Class [1;F, for supervised bound)

Given a class of scoring functions F, [11F is defined as

I'Il]-':{x»—)f(x,y)‘yey,fe}'}. (17)

Definition (Function Class Iy F, for Margin Disparity Discrepancy)

Given a class of scoring functions F and another class of induced labeling
functions H, we define Ny F as

MaF 2 {x = f(x, h(x))|h € H, f € F}. (18)

v

Applying margin loss over f € Iy F yields the “scoring” version of HAH
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Margin Theory for Transfer Learning

Theorem (Generalization Bound with Rademacher Complexity)

Let F C R**Y be a hypothesis set with label set ) = {1,--- , k} and
H C V¥ be the corresponding Y-valued labeling function class. Fix p > 0.

For all § > 0, with probability 1 — 36 the following inequality holds for all
hypothesis f € F:

eq(f) <eD(F) + dL(P, Q) + €idear

2k? k log

2
A Rn,p(MLF) + mnp(l‘IHJ-“)Jrz 0

(19)

k log 2
+;9%m,o(l'lﬂf)+ €5

An expected observation is that the generalization risk is controlled by p.
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Margin Theory for Transfer Learning

Theorem (Generalization Bound with Covering Numbers)

Let F C RY*Y be a hypothesis set with label set ) = {1,--- , k} and
H C V¥ be the corresponding Y-valued labeling function class. Suppose
MyF is bounded in Lo by L. Fix p > 0. For all § > 0, with probability

1 — 30 the following inequality holds for all hypothesis f € F:

log 2
eq(f) <eD (1) + dPUP, Q) + idea + 2| =2

. /Iog— 16k2\/_ {e+3(\f \1F) (20)
Mog/\/2 (r, M F dT—i-L/\/logNz m I H)dr) |.

The margin bound for OOD has same order with the margin bound for IID.

v

Mingsheng Long
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Margin Theory Implied Algorithm (MDD)°

Minimax domain adaptation implied directly through the margin theory

. (/J) (p) * )] s
min e (1) + (0 (£ F) =0 (£,6) o

£ = max (4 (#.F) =0 (7.9))

¥(Q)

Theory Algorithm

Bridge the Gap

1. Multiclass learning with scoring functions
2. Tight bound with only one hypothesis space
3. Informative bound with computable margin

6Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Margin Theory Implied Algorithm (MDD)

f u al @ Min Source

N <J _'j>_ %y\‘ t®)
> QE>QE>% > MoD

1/) fr | | % Max Dy(P'Q)

E(P) = ~E(ye ,sy.p logloy-(F(0(x*)))]
) = Eye_5108[L — 0y uueyy (F/ (1)) (22)
E,_p 1080y ey (F/(1:0))

Theorem (Margin Implementation)

(Informal) Assuming that there is no restriction on the choice of f' and
v > 1, the global minimum of D~ (P, Q) is P = Q. The value of o (f'(-))
at equilibrium is v/(1 + ~) and the corresponding margin of f' is p = log .
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Theory and Practice: Final Gap to Close

@ Previous discrepancies are supremum over the whole hypothesis space
— will include bad hypotheses that make the bound excessively large.

Supremum over all pairs Supremum over single space
oh
A —) A
H H H H
HAH-Divergence Disparity Discrepancy

@ A common observation is that the difficulty of transfer is asymmetric
— Previous bounds will remain unchanged after switching P and Q.

Hardcr transfer

‘ Fasier transfer

Simulation Real
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Supremum over all pairs

A

H H

Localization for Discrepancies

Supremum over single space

HAH-Divergence

!

Supremum over localized space

*h

A

H H

H H

Disparity Discrepancy

!

Supremum over localized space

Localized HAH -Divergence

Mingsheng Long Transfer Learning

oh

H H

Localized Disparity Discrepancy

August 18, 2020
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Step Ill: Localized Discrepancies

Definition (Localized Hypothesis Space)

For any distributions P and Q on X x ), any hypothesis space H and any
r > 0, the localized hypothesis space H, is defined as

H, = {h e H[EpL(h(x),y) < r}. ]

Definition (Localized HA7{-Discrepancy (LHH))

Based on H,, the localized HA#H-discrepancy from P to Q is defined as

dHrAH,(Pa Q) = sup (EQL(h/, h) — EPL(hI, h)) . (24)
h,h'eH,

v

Definition (Localized Disparity Discrepancy (LDD))

Based on H,, for any h € H, the localized disparity discrepancy from P
to Q is

dp, (P, Q) = hsuz (EQL(h’, h) —EpL(H, h)) . (25)
=

v
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Localization Theory for Transfer Learning’

Recall the generalization bound induced by previous discrepancies:

~ dlo dlo
eq(h) < ep(h) + duan(P, Q) + €idear + 0(\/ ng "4 \/ 8y

m

Theorem (Generalization Bound with Localized # A7{-Discrepancy)

Set fixed r > ). Let h be the solution of the source error minimization.
Then with probability no less than 1 — §, we have

» | |
errg(h) < errp (B) + dye, am, (P, Q)+/\+O(d SN d ogm)

m
/2rd|ogn \/ Ay, nn, ( I3 (3) + 2r)dlog m (26)

To make domain adaptation feasible, we require dH,AH,(ﬁ, (3) +r< L

7Zhang & Long. On Localized Discrepancy for Domain Adaptation. Preprint 2020.

Mingsheng Long

Transfer Learning August 18, 2020 38 / 59



Localization Theory for Transfer Learning®

Recall that Disparity Discrepancy is tighter than HAH-Discrepancy:

;rgn{err (h) + dpa, (P,Q)} < rrg?rlerr (h) + dy,an, (P, Q) (27)

Theorem (Generalization bound with localized disparity discrepancy)

Set fixed r > \. Let h be the solution of above left objective function.
Then with probability no less than 1 — 9§, we have

I |
errq(h) < ertp(R) + di (B, @) + A+ O( 18" 4 TIETT

m

Lo \/(err 5(h) + r)dlogn N \/(errﬁ(f_i) + d;ﬂr(ls, Q) + r)dlog m

n

m

(28)

V.

8Zhang & Long. On Localized Discrepancy for Domain Adaptation. Preprint 2020.
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Model Selection in Transfer Learning

@ Supervised Learning

(x1,91) ~p (z2,y2) ~ p (z3,y3) ~ p
I . (. ]
Training Validation Test

@ Bias-Variance-Shift Dilemma of model selection in Transfer Learning

OO0D
Training Set Val Set |@me=Pp| Dev Set Test Set

(Xer Yer)~P (Xval, Yva)~P (Xdev) Ydev)~Q (xte, 7)~Q

: This is not model assessment! I

[ Source Risk ] [F&'xed Hypezparmneters] [ Target Risk ]

* High Bias * No model selection * High Variance
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Importance-Weighted Cross-Validation (IWCV)?
o Covariate shift assumption: P(y|x) = Q(y|x)
@ Model selection by estimating Target Risk g (h) = Eq [h(x) # ]

@ Importance-Weighted Cross-Validation (IWCV)

Bow(x)-[(x) # ] = Er g - [1(x) # 51 = Ea[h(x) # 1] = calh) (29)

@ Q1: How to estimate density ratio w(x) given unknown P and Q

@ Density ratio w(x) is estimated by discriminative learning (LogReg)

W(X) _ Q(X) _ Jf(x‘d = 0)
P(x)  Jr(x|d =1)
Jf(d = 0) Jf(X)Jf(d = l\x)
 J(d =1) Jp(d = 0}x) _ ng Je(d = O[x)

~ J(d=0)Jr(d =1]x) "~ ¢ Jr(d = 1]x)

9Sugiyama et al. Covariate Shift Adaptation by Importance Weighted Cross Validation.
JMLR 2007.
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Transferable Validation (TransVal)'?

@ Q2: How to reduce the variance when estimating Target Risk g (h)?
@ Variance of IWCV can be bounded by the Rényi divergence:

Varp[w(x) - [h(x) # y]] < das1(Q|P)eq(h) % — eq(h)?  (31)
)

@ Feature matching reduces the distribution discrepancy d,1(Q|/P

@ Control variate reduces the variance of estimating Epw(x) [h(x) # y|
© Given two unbiased estimators: E[z] = (,E[t] =7
@ Construct a new estimator: z* =z 4+ n(t — 7)
© z* is still unbiased: E[z*] = E[z] + nE[t — 7] = ( + n(E[t] — E[r]) = ¢
Q Var[z*] = Var[z + n(t — 7)] = n*Var[t] + 2nCov(z, t) + Var[z]
© min Var[z*] = (1 - 2 ,)Var[z], when fj = — &0

@ Since 0 < p2, <1, Var[z*] < Var[z], the variance is reduced explicitly

Oyou & Long. Towards Accurate Model Selection in Deep Unsupervised Domain Adaptation.
ICML 2019.
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Confidence Calibration in Deep Learning!!

@ A model should output a probability reflecting the true frequency:

where Y is the class prediction and P is its associated confidence.

P(Y=YP=c)=c, Vcel[01]

(32)

@ Deep networks learn high accuracy at the expense of over-confidence.

LeNet (1998)
CIFAR-100

ResNet (2016)
CIFAR-100

% of Samples
e

0.0 0.2 04 06 08 1.0 00 02 04 06 08 10

W Outputs
= Gap

Confidence

)
0.0 0.2 0.4 06 08 1.0 0.0 02 04 06 08 10

80.0%

Top-1 Acc E>

Confidence
98.0% |Op

Confidence
80.0%

Dy = {(x{",¥{")}

Deep
Model

11D
Calibration  /mageNet

Dre = {(xi)}

D¢y, Dy, Dye: independent and identically distributed datasets.

Y Guo et al. On Calibration of Modern Neural Networks. ICML 2017.

Mingsheng Long

Transfer Learning
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Temperature Scaling for 11D Calibration

o Calibration Metric: Expected Calibration Error (ECE)

> |Bm|
LrcE = Z T|A(Bm) — C(Bm)|

m=1
A(Bm) = |Bm| ™ Z 1(yi =yi) (Accuracy) (33)
i€Bpm
C(Bm) = |Bm|™" > p(pilxi,0) (Confidence)
i€Bpm

o IID Calibration: Temperature Scaling
T = arg_;nin E(x,.yv)eD, £NLL (o0(zv/T),yv) (34)

o is the softmax function, Ln11, is Negative Log-Likelihood.

@ Transform logits z into calibrated probabilities pte = 0(zte/ T¥).
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Dilemma of Accuracy vs Confidence in OOD Setup!?

@ Transfer models yield high accuracy at the expense of over-confidence.

. Method ImageNet
0.40 + *. e CDAN
\‘ + . # DANN
0359\ PR  uceonly Deep DA Transferable
ozl N\ M “ , ¢ Model ImageNer  Calibration Sketch
0.25 \\ ~ o . e ] o,
. [ NS
2 " " s, AfterpA <+ S = {(xi7 7)) Trans | | “haBey
020 U e Sketch Cal |
~ * "
0.15 L e M / Lower Bias y e
0.10 Before DA BTl x 8, = {(x},y)} And Variance Tte = {(xt)}
008 - b (g The existence of dataset shift between §and 7.
03 04 05 06 07 08 T —‘{(x" Nl The lack of labeled examples in the target domain.
Accuracy L

o Calibration in transfer learning is challenging due to the coexistence:

o Domain shift — ECE should be unbiased to the target domain
o Unlabeled target — ECE on the target domain is incomputable

@ Bias-Variance-Shift Dilemma of conf. calibration in Transfer Learning

12 Wang & Long. Transferable Calibration with Lower Bias and Variance in Domain
Adaptation. Preprint 2020.
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Transferable Calibration: Bias Reduction

@ Importance-weighting for an unbiased estimate of target ECE
@ The bias between the estimated ECE and the ground-truth ECE

o [e50] B [282]
= [Exp [W(X)Lror(6(%), ¥)] = Exnp [W(X) Lror(4(x), ¥)I|
= [Exp [(w(x) = w(x)) Lrcr(d(x), y)]

@ The discrepancy between w(x) and w(x) can be bounded by

Exwp [(W(x) = #(0))°] = Buep Km)

(35)

< (M+1)*Exv [(p(x) — B(X))’]
(36)
@ Use A (0 < A < 1) to control the bound M of the importance weights

(TN = argTTin Exp [W(X)LEcE(H(X), ¥)]

) — (09"
St (#(x)"
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Transferable Calibration: Variance Reduction

@ Serial Control Variate: Var[u**] < Var[u*] < Var[u]

*

u = U+771(t1 —7'1)

38
ut* = U*+772(t2—7'2) ( )
@ First, use importance weight w(xs) as a control covariate
~ 1 Cov( Lw 7W X

9 ns  Var[w(x)

@ Second, use the source prediction r(xs) as another control variate

o . 1 Cov , r(x
£ — g L oLy s )z[r (40)

9 ng  Var[r(x)]

@ Reduce bias, variance, and shift all-in-one for Transferable Calibration
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@ Open-Source Library
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Transfer Learning Library

< C' & github.com

O Search or jump to... Pulls Issues Marketplace Explore
& thuml / Transfer-Learning-Library ©Watch v 20 YrStar 393 % Fork 48
<> Code () Issues 1% Pull requests 1 (») Actions ["1] Projects [ wiki () Security

¥ master ~ Go to file

ﬂ JunguangJiang Update tutorial.rst

dalib update docs
docs Update tutorial.rst
examples Update tutorials.py
tools add typings
[ .gitignore fix bugs for MDD
[ LICENSE add setup.py; add tutorial

5daysago ‘O 83

25 days ago
5 days ago

5 days ago
last month

5 months ago

5 months ago

Mingshel Transfer Learni

Add file ~ About &

Transfer-Learning-Library
& dalib.readthedocs.io/e...

domain-adaptation

transfer-learning
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Transfer Learning Library: Design Patterns

Examples Benchmarks Tutorials
Docs O Training codes O Various setups O More data formats
O Hyperparameters O Reproducible O More model backbones
o... o.... o...
Adaptation || Module Backbone || Dataset Utils
O DAN O Discriminator O ResNet O Office-31
Core O DANN O GradRevLayer || O VGG O Office-Home
O MDD O Kernel O Inception O VisDA-2017
O CDAN O... O... O DomainNet
o.. o...
Platform o PiTorch P ceeeas
TorchVision CETN

Github: https://github.com/thuml/Transfer-Learning-Library

Mingsheng Long

Transfer Learning
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Transfer Learning Library: Ongoing Implementations

i No labels in
¢ source domail

Inductive TL .

i Labels avai :
: in source domain :

C el avaiiable ‘e —~wmam
in target
: domain

i Same source
i and target task :

..........................

Transfer i Labels avail. ‘
I . i ONLY in source _.l Semi-supervised TL | ST

earning i domain : JV
: ’ |

i Different source :

i and target tasks | Cross-Task TL |

No labels in
i both source and :
: target domains

Universal TL Versatile TL

| Unsupervised TL | 1CML20 CVPR’19 ECCV’20

Final note: Most transfer learning setups are still open for future research!
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Transfer Learning Library: Reproducible Benchmarks

Table: Accuracy (%) on Office-31 for Unsupervised Domain Adaptation

Method Origin  Ours Aacc A—-W D—-W W=D A—-D D—-A WA
ResNet-50  76.1 79.5 3.4 75.8 95.5 99.0 79.3 63.6 63.8
DANN 822 86.4 42 91.7 97.9 100.0 82.9 72.8 733
DAN 80.4 83.7 33 84.2 98.4 100.0 87.3 66.9 65.2
JAN 843 873 3.0 93.7 98.4 100.0 89.4 71.2 71.0
CDAN 877 88.7 1.0 93.1 98.6 100.0 93.4 75.6 715
MCD - 85.9 - 91.8 98.6 100.0 89.0 69.0 66.9
MDD 889 89.2 03 93.6 98.6 100.0 93.6 76.7 72.9

Table: Accuracy (%) on Office-Home for Unsupervised Domain Adaptation

Method Origin  Ours Aacc Ar-Cl Ar-Pr Ar-Rw CI-Ar CI-Pr Cl-Rw Pr-Ar Pr-CI Pr-Rw Rw-Ar Rw-CI Rw-Pr
ResNet-50 46.1 58.4 123 411 659 73.7 53.1 60.1 63.3 522 36.7 71.8 64.8 42.6 75.2
DANN 576 65.2 7.6 538 62.6 74.0 558 673 673 55.8 551 77.9 71.1 60.7 8l.1
DAN 56.3 61.4 5.1 456  67.7 73.9 57.7 638 66.0 549 40.0 74.5 66.2 49.1 77.9
JAN 583 659 7.6 50.8 719 76.5 60.6 68.3 687 60.5 49.6 76.9 71.0 55.9 80.5
CDAN 658 68.8 3.0 55.2 724 77.6 62.0 69.7 709 62.4 543 80.5 755 61.0 83.8
MCD - 67.8 - 51.7 722 78.2 63.7 695 708 615 528 78.0 74.5 58.4 81.8
MDD 68.1 69.6 1.5 56.4 75.3 78.4 632 731 733 639 548 79.7 73.2 60.7 83.7
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Transfer Learning Library: Validation and Calibration

Evaluated by BS (MDD, Office-Home) Evaluated by NLL (MDD, Office-Home)
Calibration Method 40 Calibration Method
075 —— Before Cal. (Vanilla) —— Before Cal. (Vanilla)
’ ~~- IID Cal. (Temp. Scaling) - ~=- 1D Cal. (Temp. Scaling)
- cpcs g 33 cpcs
0.70 TransCal (ours) < TransCal (ours)
—— Oracle < —— Oracle
L oes g 3.0
3 3
0.60
5 Qs
o 055 g
" 20
0.50 [
9]
0.45 = 15 p
e e meran8”
0.40
A A2p A2R C2A c2p C2R A2C A2p AR c2A c2p C2R
Transfer Task Transfer Task
| Il | |
R
2 2 B 2
T, . e, 490 6 s, s
(a) Art — Clipart (b) Art — Product (c) Art — Real-World
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Transfer Learning Software

_4 |'|y| parn mERD WL RERG EEBO AR BWRAF xlearn
Wik AR
iR B]H ik Lf&dE XERE R
DAN Deep Adaptation Networks 2020-07-20 20:37:46 22 WEEE REWE BIRRN
wa
trajGRU trajGRU 2020-07-10 01:01:33 22 W RMNE

it

L3 33

Anylearn EBFIRESIE
T 1 y SR Tk
BIEIEEE
B

Anylearn : Anyone and Anywhere Machine Learning
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Tsinghua Dataway Big Data Software

flk TN BEE S =% B 7] BEETESR

WER AR SNRE RUKER  ERASS  PRERFR  HEaT0 (DWF)

Bk PEISHT BEEH BUEEE  31ASSRE  JTERFT  EEMET | owrenepmsedpploton
L|4wi::]

ggg KStone BDIPS DATAX P

amvg Iﬂ*ﬂﬁ*é %g*&ﬁ¥e Kﬁ*ﬂﬁ:Fé DWF-Application-Foundation
RIFREREAM

S "EEER" KEIERGR o mm |

a0 DWF-Optional-Component

AEIEAT A

nesrs |[ s
zoans | Foue
wEER | LERT |

N1 o =)
] DWF-Essential-Component

[ D D N = =
=N 11111

AEIEEAN

R

SR ingRE Bz 28=

RARS

Github: https://github.com/thulab/, https://iotdb.apache.org/
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Machine Learning Team @ National Engineering Lab

n® = -
Jianmin Wang Mingsheng Long Michael I. Jordan
Professor Associate Professor Professor
Tsinghua University Tsinghua University UC Berkeley

Jjimwang@tsinghua.edu.cn mingsheng®tsinghua.edu.cn  jordan@cs.berkeley.edu

=

an

Yuchen Zhang Ximei Wang Zhangjie Cao Kaichao You Junguang Jiang

Many thanks for your attention! Any questions?
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