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Supervised Learning
Learner: f:x —y  Distribution: (x,y)~ P(x,y)

fish
bird
mammal

tree

IID Setup

. complexity

train

Error Bound: etest < N

Mingsheng Long Transfer Learning August 21, 2021 2 /38



Transfer Learning

@ Machine learning across domains of different distributions P # @
o OOD: Out-of-Distribution (from 11D to OOD)

@ How to bound generalization error on target domain for OOD setup?

Source Domain

Target Domain

g

Simulation

Representation

fix—>y Px,y)#Q(x.y) fix—Yy
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Representative Approaches to Transfer Learning

Learning to match distributions across OOD domains s.t. P ~ Q
e Covariate shift: P(X) # Q(X) (mainstream work of this setup)
@ Prior shift: P(Y) # Q(Y) (challenging, current hotspot)
e Conditional shift: P(Y|X) # Q(Y|X) (challenging, future research)

generated distribution true data distribution

p(x)

EIp(X)]

unit gaussian

generative
model

(neural net) e foss| 7

image space image space

Kernel Embedding Adversarial Learning

Generally, no theoretical guarantees!

Song et al. Kernel Embeddings of Conditional Distributions. IEEE, 2013.
Goodfellow et al. Generative Adversarial Networks. NIPS 2014.
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Principal Problem: Bridging Theory and Algorithm

Everything should be made as simple as possible, but no simpler.
—Albert Einstein
There is nothing more practical than a good theory.
—Vladimir Vapnik
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Statistical Learning

LI.D. ~P
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Formally analyzing the classification problem with 01-loss [- # -].
Training error: e5(h) = £ 37 [h(x;) # yi] = B pyop [ (X) # y].
Test error: ep (h) = Exyyp [h(x) # y].

Training error is an unbiased estimation of test error.

Principal problem: Can we control ep (h) with observable ¢z (h)?
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Statistical Learning Theory

& Underfitting
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Model complexity

o Generalization error: The gap between training error and test error.

@ Generalization error depends on sample size n and model complexity.

@ For hypothesis space ‘H with VC-dimension d, we have bound:

dl log 2
ep(h) < ep(h)+ O \/w
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Transfer Learning

Source Target
Domain Domain

LLD.~P P =+ Q x  LLD.~Q
> >

Testing A
Data Q

Training

Data
[}, (7D}
— y = h(x)
Training Error y Test Error
ep(h) eq(h)

Only have labeled data sampled from a different source domain P.

And unlabeled data sampled from a target domain Q. € (h) is not
observable!

Principal problem: Can we control target error ¢g (h)?
Disparity on D: ep (hy, hy) = E(x,y)ND [h1 (x) # h2 (x)].
Why use it? Computation of disparity does not require (target) label!
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Relating Target Risk to Source Risk

Theorem (Bound with Disparity)

For classification tasks of transfer learning, define the ideal joint hypothesis

as h* = arg min, ¢y [ep (h) + €@ (h)], the target risk eq(h) can be bounded
by the source risk ep(h), the ideal joint error, and the disparity difference:

€q (h) < ep(h) +[ep (h") +€q (h*)] + |ep (h, h*) —eq (h, h*)| (1)

Simply using the triangle inequalities of the 01-loss, we have

€Q (h) < eq(h") +eq(h, h7)
=eq(h*)+ep(h h*)+eq(h,h*)—ep(h,h") 2)
S e (h”) +ep (h h") + |eq (h, h*) —ep (h, h)]
<ep(h) +[ep (h) + e (M) + [ep (h, h*) — eq (h, i)

O

v
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HAH-Divergence!

@ Assumption: Small ideal joint error €;geas = €p (h*) + €q (h*).
@ We can illustrate the disparity difference |ep (h, h*) —eq (h, h*)|:

low high ,~ Supremum over all pairs
h
h
h*
H H

R h*

@ However, h* is unknown and h is undefined. Consider worse-case!
e HA#H-Divergence: dyan(P, Q)= sup |ep(h,h') —eq(h, )|
h,heH

@ Can be estimated from finite unlabeled samples of source and target.

! Ben-David et al. A Theory of Learning from Different Domains. Machine Learning, 2010.
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Bound HAH-Divergence with Domain Discriminator

Theorem (Generalization Bound with 7 A#-Divergence)

Denote by d the VC-dimension of hypothesis space H. We have

m

o However, HAH-Divergence is hard to compute and optimize.
@ For binary hypothesis h, HAH-Divergence can be further bounded by

duan(P, Q) = hiysﬂ lep (h,h') —eq (h, )|
— swp [EpB() 20 -ElM A0 (a)
SEHAM
< sp [5p[D() =11 + B [D() =]

@ This bound can be estimated by training a domain discriminator D(x).
@ It can also be approximated by the Integral Probability Metric (IPM).
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Domain Adversarial Neural Network (DANN)?

oL,
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dL.
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forwardprop  backprop (and produced derivatives) 004

Adversarial domain adaptation: learn ¢ to minimize dyax(¢(P), #(Q)).
i By LMO()). 1) + ma (B0L(O(600). 1) + EqL(0(6(0).0) | (5

Supervised Learning on source + Upper-Bound of dy; a3 on source/target

2Ganin et al. Domain Adversarial Training of Neural Networks. JMLR 2016.
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Deep Adaptation Network (DAN)?

fine-
tune

fine-
tune

(pooogoo)
| oo-iioou
|ﬁoo--%o o[
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Optimal domain matching: yield upper-bound by multiple kernel learning
2
di (P, Q) £ [[Ep [ (x*)] — Eq [¢ (x")][[3,, (6)

=N AR 7
g]elgTea%nZ( )y,—i—;k 0, Qr (7)
1
Works better than f-Divergences when domains are less overlapping

3Long et al. Learning Transferable Features with Deep Adaptation-Networks. IEML 2015.
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Theory and Practice: Gap Exists for Decade

Theory vs. Practice:
Binary Classification vs. Multiclass Classification.
Discrete Classifier vs. Classifier with Scoring Function.

dyan does not need label vs. dyaz is hard to compute and optimize.

Principal problem: How to bridge theory and algorithm?

Mingsheng Long Transfer Learning August 21, 2021 16 / 38



Step I: Disparity Discrepancy (DD)*

Definition (Disparity Discrepancy (DD))

Given a hypothesis space H and a specific hypothesis h€ H, the Disparity
Discrepancy (DD) is

dp (P, Q) (Eqlh’ # h] —Ep[h" # h]) (8)

= sup
heH

Theorem (Bound with Disparity Discrepancy)

For any § > 0 and binary classifier h € H, with probability 1 — 35, we have

eq(h) < ep(h) + dn1(P, Q) + €ideas + 2Rn p(HAH)
/ 9)
Iog% Iog% (
+ 2%, p(H) + 2 - 2R m.o(HAM) + T

4Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Step |: Disparity Discrepancy (DD)
@ Disparity Discrepancy (DD) is tighter than HAH-Divergence.

Supremum over all pairs Supremum over single space
oh
A -—) A
H H H H
HAH-Divergence Disparity Discrepancy

@ DD can be estimated by conditional domain discriminator D(x, h(x)).
dh3(P, Q) £ sup (ep (h,h') —cq (h, ')
hen

= sup (Bp [(x) ~ #(x)| # 0] ~ Eq[JA(x) ~ #()| £0)  (10)

< sup (Ep [D(x, h(x)) = 1] + Eq [D (x, h(x)) = 0])

@ It can also be approximated by the Integral Probability Metric (IPM).
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Conditional Domain Adversarial Network (CDAN)®
Go—

DNN:
AlexNet
ResNet

1l

[0000:+0000

Conditional adversarial domain adaptation: minimize dp 3 (¢(P), ¢(Q)).

min £(G) — A\&(D, G)
© (11)
min (D, G),
D
€(D, 6) = —Exsup, log [D (f7 © g7)] — Exip, log [1-D(ff 2gf)] (12)

5Long et al. Conditional Adversarial Domain Adaptation. NIPS 2018.
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Joint Adaptation Network (JAN)®°

AlexNet
VGGnet
GooglLeNet
ResNet

I

[0000«:0000

Joint distribution matching: cross-covariance of multiple random vectors
m S m 2
di (P,Q) £ HEP [®7L10¢ (x7)] — Eq [©7L10¢ (x})] H?—Lk (13)

il Lo d (P 14
gweugTeal%(n Z ¥?) + AdZ (Pr_1., Q= lL) (14)

Works better than f-Divergences when domains are less overlapping

6Long et al. Deep Transfer Learning with Joint Adaptation Networks. ICML 2017.
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Multiclass Classification Formulation

@ Scoring function: f e F: X xY =R

Labeling function induced by f: hr : x + arg max, ¢y, f(x,y)
Labeling function class: H = {h¢|f € F}
Margin of a hypothesis f:

prle.y) = 5(F(x.y) — max(x.y))

@ Margin Loss: A
0 p<x —
Pp(x)=91-x/p 0<x<p :
1 x<0 0 1 >
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Margin Theory

@ Margin error: eg) (f) = Exy)~n [Po(pr(x,¥))]
@ This error takes the margin of the hypothesis f into consideration:

fos
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, \%°
s ) 'o\
o - s - R
N \ N4
" - 0Pl V2
The Margin of f Decrease

L) 2 Ep®,ps(x0)

@ Given a class of scoring functions F, 11.F is defined as

MF = {x— f(x,y)|ly €V,f € F}. (15)
@ Margin Bound for IID setup (generalization error controlled by p):

log 2
errsf)(f) err(p)(f) + &%n p(MF) + 02gn5

(16)
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Step Il: Margin Disparity Discrepancy (MDD)’

@ Margin Disparity: eg)(f’, £) £ Exny [P,(pr (%, he(x)))]-
@ We further define the margin version of Disparity Discrepancy (DD):

Definition (Margin Disparity Discrepancy (MDD))

Given a hypothesis space F and a specific hypothesis f € F, the Margin

Disparity Discrepancy (MDD) induced by f' € F and its empirical version
are defined by

4P, Q) £ sup (g)(F, 1) — (1)),
fleF (17)
d(P)

f’f('a’ @) = sup (E(é))(f/v f)— e(ﬁp)(f’, f))

MDD satisfies d}?}(P, P) = 0 as well as nonnegativity and subadditivity.

v

7Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Margin Theory for Transfer Learning

Theorem (Generalization Bound with Rademacher Complexity)

Let F C R**Y be a hypothesis set with label set ) = {1,--- , k} and
H C V¥ be the corresponding Y-valued labeling function class. Fix p > 0.

For all § > 0, with probability 1 — 36 the following inequality holds for all
hypothesis f € F:

eq(f) <eD(F) + dL(P, Q) + €idear

2k? k log

2
A Rn,p(MLF) + mnp(l‘IHJ-“)Jrz 0

(18)

k log 2
+;9%m,o(l'lﬂf)+ €5

An expected observation is that the generalization risk is controlled by p.
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Margin Theory for Transfer Learning

Theorem (Generalization Bound with Covering Numbers)

Let F C RY*Y be a hypothesis set with label set ) = {1,--- , k} and
H C V¥ be the corresponding Y-valued labeling function class. Suppose
MyF is bounded in Lo by L. Fix p > 0. For all § > 0, with probability

1 — 30 the following inequality holds for all hypothesis f € F:

log 2
eq(f) <eD (1) + dPUP, Q) + idea + 2| =2

. /Iog— 16k2\/_ {e+3(\f \1F) (19)
Mog/\/2 (r, M F dT—i-L/\/logNz m I H)dr) |.

The margin bound for OOD has same order with the margin bound for IID.

v
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Margin Theory Implied Algorithm (MDD)?

Minimax domain adaptation implied directly through the margin theory

. (/J) (p) * )] s
min e (1) + (0 (£ F) =0 (£,6) -

£ = max (4 (#.F) =0 (7.9))

¥(Q)

Theory Algorithm

Bridge the Gap

1. Multiclass learning with scoring functions
2. Tight bound with only one hypothesis space
3. Informative bound with computable margin

8Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Theory and Practice: Final Gap to Close

@ Previous discrepancies are supremum over whole hypothesis space —
will include bad hypotheses that make the bound excessively large.

Supremum over all pairs Supremum over single space
oh
A —) A
H H H H
HAH-Divergence Disparity Discrepancy

@ A common observation is that difficulty of transfer is asymmetric —
Previous bounds will remain unchanged after switching P and Q.

Hardcr transfer

‘ Fasier transfer

Simulation Real
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Supremum over all pairs

A

H H

Localization for Discrepancies

Supremum over single space

HAH-Divergence

!

Supremum over localized space

*h

A

H H

H H

Disparity Discrepancy

!

Supremum over localized space

Localized HAH -Divergence

Mingsheng Long Transfer Learning

oh

H H

Localized Disparity Discrepancy

August 21, 2021
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Step Ill: Localized Discrepancies

Definition (Localized Hypothesis Space)

For any distributions P and Q on X x ), any hypothesis space H and any
r > 0, the localized hypothesis space H, is defined as

Hr ={he HEpL(h(x),y) < r}. (21)

v

Definition (Localized HAH-Discrepancy (LHH))

The localized HAH-discrepancy from P to @ is defined as

A, o, (P, Q) = , sup (EqL(K,h) —EpL(H h)). (22)
HEH,

v

Definition (Localized Disparity Discrepancy (LDD))

For h € H, the localized disparity discrepancy from P to Q is defined as

dnw, (P, Q) = hsu;[_)[ (EqL(H', h) —EpL(H, h)) . (23)
"EH,

v
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Localization Theory for Transfer Learning’

Recall the generalization bound induced by previous discrepancies:

~ dlo dlo
eq(h) < ep(h) + duan(P, Q) + €idear + 0(\/ ng "4 \/ 8y

m

Theorem (Generalization Bound with Localized # A7{-Discrepancy)

Set fixed r > ). Let h be the solution of the source error minimization.
Then with probability no less than 1 — §, we have

» | |
errg(h) < errp (B) + dye, am, (P, Q)+/\+O(d SN d ogm)

m
/2rd|ogn \/ Ay, nn, ( I3 (3) + 2r)dlog m (24)

To make domain adaptation feasible, we require dH,AH,(ﬁ, (3) +r< L

gZhang & Long. On Localized Discrepancy for Domain Adaptation. Preprint 2020.
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Localization Theory for Transfer Learning'®

Recall that Disparity Discrepancy is tighter than HAH-Discrepancy:

;rgn{err (h) + dpa, (P,Q)} < rrg?rlerr (h) + dy,an, (P, Q) (25)

Theorem (Generalization bound with localized disparity discrepancy)

Set fixed r > \. Let h be the solution of above left objective function.
Then with probability no less than 1 — 9§, we have

I |
errq(h) < ertp(R) + di (B, @) + A+ O( 18" 4 TIETT

m

Lo \/(err 5(h) + r)dlogn N \/(errﬁ(f_i) + d;ﬂr(ls, Q) + r)dlog m

n

m

(26)

V.

10Zhang & Long. On Localized Discrepancy for Domain Adaptation. Preprint 2020.
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Transfer Learning Library

« C & github.com/thumi/Transfer-Learning-Library E- » @

O Search or jump to. Pullrequests Issues Marketplace Explore

& thuml / Transfer-Learning-Library ®Watch ~ 35 S Unstar 934 % Fork 167

<> Code () lssues 1% Pullrequests Actions [] Projects 10 Wiki © Security ~ Insights 61 Settings

¥ master + P 2branches © O0tags Gotofile Add file ~ About @
Transfer Learning Library for
,y JunguangJiang Update README.md 6633021 10 daysago 271 commits Domain Adaptation and Finetune.

common Merge pull request #62 from tsingcbx99/master 29 days ago & 170.106.108.162/index.html

dalib update docs for afn & self ensemble 4 months ago transfer-learning
semantic-segmentation

docs update benchmarks for moco finetune 2 months ago
image-translation

examples Update source_only.sh 2 months ago adversarial-learning

ftiib add Learning without forgetting (LWF) in finetune 2 months ago domain-adaptation  finetune
unsupervised-domain-adaptation

gitignore adjust training structure 5 months ago
dann  cyclegan-pytorch

LICENSE add setup.py; add tutorial 17 months ago o s

[ LICENSE.md release version 16 months ago open-set-domain-adaptation

partial-domain-adaptation

README.md Update README.md 10 days ago

TransLearn.png Update TransLearn.png 6 months ago 00 Readme

requirements.txt add matplotlib 3 months ago &8 MIT License

9 setup.py Merge branch 'master' of https://github.com/thuml/Transfer.. 5 months ago
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Design Patterns

Examples Benchmarks Tutorials
Docs O Training codes O Various setups O More data formats

O Hyperparameters O Reproducible O More model backbones
o O... O ..
Adaptation || Module Backbone || Dataset Utils
O DAN O Discriminator O ResNet O Office-31

core O DANN O GradRevLayer || O VGG O Office-Home
O MDD O Kernel O Inception O VisDA-2017
O CDAN o... o.. O DomainNet
o... o..

Platform o PiTorch -

TorchVision © Bt

Github: https://github.com/thuml/Transfer-Learning-Library
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Standardized Implementations

Inductive TL

Labe]s available
E in source domain :

C el avaiiable ‘e —~wmam
in target
: domain

Transfer LabeLs avail.

L .~ |} ONLY in source _.l Semi-supervised TL |
earning i domain H I

ine-Tuning | NIPS’19

i Sa!ne et 1 M
i and target task :

Today’s focus!

i Different source :

and target tasks | Cross-Task TL |

Universal TL

| Unsupervised TL | 1CML20 CVPR’19

Versatile TL
ECCV’20

This taxonomy was initiated by Prof Q. Yang, most setups are still open!

Mingsheng Long Transfer Learning
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Reproducible Benchmarks

Table: Accuracy (%) on Office-31 for Unsupervised Domain Adaptation

Method Origin  Ours Aacc A—-W D—-W W=D A—-D D—-A WA
ResNet-50  76.1 79.5 3.4 75.8 95.5 99.0 79.3 63.6 63.8
DANN 822 86.4 42 91.7 97.9 100.0 82.9 72.8 733
DAN 80.4 83.7 33 84.2 98.4 100.0 87.3 66.9 65.2
JAN 843 873 3.0 93.7 98.4 100.0 89.4 71.2 71.0
CDAN 877 88.7 1.0 93.1 98.6 100.0 93.4 75.6 715
MCD - 85.9 - 91.8 98.6 100.0 89.0 69.0 66.9
MDD 889 89.2 03 93.6 98.6 100.0 93.6 76.7 72.9

Table: Accuracy (%) on Office-Home for Unsupervised Domain Adaptation

Method Origin  Ours Aacc Ar-Cl Ar-Pr Ar-Rw CI-Ar CI-Pr Cl-Rw Pr-Ar Pr-CI Pr-Rw Rw-Ar Rw-CI Rw-Pr
ResNet-50 46.1 58.4 123 411 659 73.7 53.1 60.1 63.3 522 36.7 71.8 64.8 42.6 75.2
DANN 576 65.2 7.6 538 62.6 74.0 558 673 673 55.8 551 77.9 71.1 60.7 8l.1
DAN 56.3 61.4 5.1 456  67.7 73.9 57.7 638 66.0 549 40.0 74.5 66.2 49.1 77.9
JAN 583 659 7.6 50.8 719 76.5 60.6 68.3 687 60.5 49.6 76.9 71.0 55.9 80.5
CDAN 658 68.8 3.0 55.2 724 77.6 62.0 69.7 709 62.4 543 80.5 755 61.0 83.8
MCD - 67.8 - 51.7 722 78.2 63.7 695 708 615 528 78.0 74.5 58.4 81.8
MDD 68.1 69.6 1.5 56.4 75.3 78.4 632 731 733 639 548 79.7 73.2 60.7 83.7
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Machine Learning Group @ National Engineering Lab
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Jianmin Wang Mingsheng Long Michael I. Jordan
Professor Associate Professor Professor
Tsinghua University Tsinghua University UC Berkeley

Jjimwang@tsinghua.edu.cn mingsheng®tsinghua.edu.cn  jordan@cs.berkeley.edu

% M

Yuchen Zhang Ximei Wang Zhangjie Cao Kaichao You Junguang Jiang

*

Many thanks for your attention! Any questions?
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