Domain Adaptation:
Theory, Algorithms, and Open Library

Mingsheng Long

School of Software, Tsinghua University
National Engineering Laboratory for Big Data Software

mingsheng®tsinghua.edu.cn
Workshop on Distribution Shifts, NeurlPS 2022

Mingsheng Long Domain Adaptation December 3, 2022 1/44



Domain Adaptation

@ Machine learning across domains of different distributions P # Q
e OOD: Out-of-Distribution (from 11D to OOD)
@ How to bound generalization error on target domain for OOD case?

Source Domain

Target Domain

g

Simulation

Representation

fix—>y Px,y)#Q(x.y) fix—Yy
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How to Bridge Theory and Algorithms?

[
| -

Supremum over all pairs

o-&

HAH-Divergence

There is nothing more practical than a good theory.
—Vladimir Vapnik
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Statistical Learning

LILD. ~P

y = h(x)

Representor — Learner —

Training
Data P

{(xi,yi)};

R S R

o Classification problem with 01-loss [- # -].

e Training error: €5 (h) = 237 [h(x;) # yi] = B y)p [h(x) # y].
o Test error: ep (h) = E(xyy~p [h(x) # y].

e Can we control ¢p (h) with observable ¢5 (h)?
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Statistical Learning Theory

& Underfitting
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Model complexity

@ Generalization error depends on sample size n and model complexity.

@ For hypothesis space H with VC-dimension d, we have bound:

[d] log 2
ep(h) < ep(h)+ O w

Mingsheng Long Domain Adaptation December 3, 2022 6/44



Domain Adaptation

Source Target
Domain Domain

LLD.~P P == Q x  LLD.~Q
— > >

Training Testing A
Data g |Representor |—>| Learner Data ®Q
{(xi’yi)}:l:l — h(x) {('xl”yt’)},:T
Training Error Y y Test Error
ep(h) €o(h)

@ Labeled data of size n sampled from a source domain P.

@ Unlabeled data of size m sampled from a different target domain Q.
o Can we control target error ¢q (h) with observable ¢z (h)?

e Disparity on D: ¢p (hl, h2) = E(x,y)ND [h1 (X) 7& ho (X)]
e Why use it? Computation of disparity does not require (target) label!

Mingsheng Long Domain Adaptation December 3, 2022 7/44



Relating Target Risk to Source Risk

Theorem (Bound with Disparity)

For domain adaptation classification tasks, define the ideal joint hypothesis

as h* = arg min,cy [ep (h) + €@ (h)], the target risk eq(h) can be bounded
by the source risk ep(h), the ideal joint error, and the disparity difference:

eq (h) < ep (h) + [ep (") + eq (H)] + [ep (h, h) — €q (h, h)|

(1)

Simply using the triangle inequalities of the 01-loss, we have

€q (h) < eq(h”) +eq (h, h")
=eq(h*)+ep(h h*)+eq(h,h*) —ep(h, h") 2)
< eq (M) +ep(h,h*) + leq (h, h™) —ep (h, h")]
< ep(h) +[ep (h) +eq (h7)] + [ep (h, ") — eq (h, ") -
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HAH-Divergencel

e Assumption: Small ideal joint error €jgeas = €p (h*) + €g (h*).
@ We can illustrate the disparity difference |ep (h, h*) — eq (h, h*)]:

low high "~ Supremum over all pairs
h
h
h*
H H

R h*

@ However, h* is unknown and h is undefined. Consider worse-case!
o HAH-Divergence: dyan(P,Q) = sup |ep(h,h) —eq(h,h)]
h,heH

@ Can be estimated from finite unlabeled samples of source and target.

! Ben-David et al. A Theory of Learning from Different Domains. Machine Learning, 2010.
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Bound HAH-Divergence with Domain Discriminator

Theorem (Generalization Bound with HA#H-Divergence)

Denote by d the VC-dimension of hypothesis space H. We have

m

eq(h) <ep(h) + dyan(P, Q) + €ideat + O (\/dlc;gn + \/dlogm) (3)

o However, HAH-Divergence is hard to compute and optimize.

@ For binary hypothesis h, HAH-Divergence can be further bounded by

dHA'H(Pa Q) £ sup |€P (h7 h/) —€Q (h7 h,)‘

h,h' €H

= s [Epli() #0 - Eoli() 0l (a)
SEHAH

< sup [Bp [D() = 1] +Eq (D (x) = 0]

DeHp

@ This bound can be estimated by training a domain discriminator D(x).
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Domain Adversarial Neural Network (DANN)?
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1

Adversarial domain adaptation: learn ¢ to minimize dyax(0(P), #(Q)).

it { By LA, ) + A (SpL(D(9(x)). 1) + B L(D(6(),0) }

(5)

Supervised Learning on source + Upper-Bound of dyay; on source/target

2Ganin et al. Domain Adversarial Training of Neural Networks. JMLR 2016.
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Deep Adaptation Network (DAN)?

fine-
tune

fine-
tune
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Optimal domain matching: yield upper-bound by multiple kernel learning

B2 (P, Q)2 ||Eplo(x)] - Eq [0 (x)]|[3, (6)
gygn—sZL 0(x3),y;} —i-/\madek (Pg Qg) (7)

=1

Works better than f-Divergences when domains are less overlapping

3Long et al. Learning Transferable Features with Deep Adaptation Networks. ICML 2015.
e B )
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Theory vs. Practice

Theory vs. Practice:
Binary Classification vs. Multiclass Classification.
Discrete Classifier vs. Classifier with Scoring Function.

dyax's bound is minimized vs. dyay is hard to estimate & optimize.

How to bridge the gap between theory and algorithm?
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Step |: Disparity Discrepancy (DD)*

Definition (Disparity Discrepancy (DD))

Given a hypothesis space H and a specific hypothesis h€ H, the Disparity
Discrepancy (DD) is

dn(P, Q) = sup (Eq[h" # h] —Ep[h # h]) (8)

Theorem (Bound with Disparity Discrepancy)

For any § > 0 and binary classifier h € H, with probability 1 — 35, we have

eq(h) < ep(h) + dn2u(P, Q) + €idear + 2R p(HAH)
Iog% (9)
2m

log 2
+ 2%y, p (M) + 2| 2 + 2% g(HAH) +

4Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Step I: Disparity Discrepancy (DD)
e Disparity Discrepancy (DD) is tighter than HAH-Divergence.

Supremum over all pairs Supremum over single space
oh
A —-—) A
H H H H
HAH-Divergence Disparity Discrepancy

@ DD can have connections to conditional domain discriminator

D(x, h(x)).
dn (P, Q) £ sup. (ep (h,h') —eq (h, H))
= sup (Ep [[h(x) — W' (x)| # 0] — Eq [|h(x) — h'(x)| # 0]) (10)
< sup (Ep [D(x, h(x)) = 1] + Eq [D (x, h(x)) = 0])
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Conditional Domain Adversarial Network (CDAN)?
Go—=

DNN:
AlexNet
ResNet

[0000:+0000

Conditional adversarial domain adaptation: minimize dp3(¢(P), ¢(Q)).
min £(G) — A\E(D, G)
: (11)
min E(D, G),

£(D, G) = —Ex~p, log [D (ff @ g7)] — Ext.p, log [1 — D (fj @ gj)] (12)

5Long et al. Conditional Adversarial Domain Adaptation. NIPS 2018.
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Joint Adaptation Network (JAN)®

AlexNet
VGGnet
GooglLeNet
ResNet

!

[0000«:0000

Joint distribution matching: cross-covariance of multiple random vectors
2
a7 (P.Q) £ |Ep [0 10 (x)] — Eq [0 ()] |2, (13)

- 2 2(P . Q-
a5 SO (Pocdi) 0

Works better than f-Divergences when domains are less overlapping

6Long et al. Deep Transfer Learning with Joint Adaptation Networks. ICML 2017.
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Multiclass Classification Formulation

@ Scoring function: f e F: X xY =R

Labeling function induced by f: hr : x > arg max, ¢y, f(x,y)
Labeling function class: H = {h¢|f € F}
@ Margin of a hypothesis f:

i) = 5(F(x.y) — max(x.y)

@ Margin Loss: A
0 p<x m—
Pp(x)=91-x/p 0<x<p :
1 x<0 0 1 >
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Margin Theory

e Margin error: e(Dp) (f) = Exy)~n [Po(pr(x,¥))]
@ This error takes the margin of the hypothesis f into consideration:

fos
\’ .l.
ool
—_, A
A : —) PONNEN
1 N ’
N
" - = 0P 1
The Margin of f Decrease

®,-py(x.)) el (/) 2 E,p®,-p/(x.)

@ Given a class of scoring functions F, INy1.F is defined as

MF ={x— f(x,y)|ly € V,f € F}. (15)
e Margin Bound for IID setup (generalization error controlled by p):

2k? log 2

errgf)(f) err(f)(f) + —9%,, p(MF)+ o (16)
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Step Il: Margin Disparity Discrepancy (MDD)’

A

e Margin Disparity: e(Dp)(f’, ) = Exuny [Pp(pr (x, he(x)))].
o We further define the margin version of Disparity Discrepancy (DD):

Definition (Margin Disparity Discrepancy (MDD))

Given a hypothesis space F and a specific hypothesis f € F, the Margin

Disparity Discrepancy (MDD) induced by f’ € F and its empirical version
are defined by

AP Q) & sup ((F,1) = D(F. 1),
) (b A) 2 - (p) (») (17)
2, / _ /
AP, Q) £ sup (eé (F',F) — & (f,f)),

MDD satisfies d;pj)r(P, P) = 0 as well as nonnegativity and subadditivity.

v

7Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Margin Theory for Domain Adaptation

Theorem (Generalization Bound with Rademacher Complexity)

Let F C R**Y be a hypothesis set with label set ) = {1,--- , k} and
H C V¥ be the corresponding Y-valued labeling function class. Fix p > 0.

For all § > 0, with probability 1 — 36 the following inequality holds for all
hypothesis f € F:

eq(f) <eD(F) + d¥L(P, Q) + €idear

2k? k log 2
+— np(MF)+ SR,, P(MyF) +2 2gn5 (18)

k lo
+;£Rm,o(l'lﬂf) TPy

An expected observation is that the generalization risk is controlled by p.
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Margin Theory for Domain Adaptation

Theorem (Generalization Bound with Covering Numbers)

Let F C R**Y be a hypothesis set with label set ) = {1,--- , k} and
H C Y be the corresponding )-valued labeling function class. Suppose
MyF is bounded in L5 by L. Fix p > 0. For all § > 0, with probability

1 — 30 the following inequality holds for all hypothesis f € F:

) Iog%
6C’(f) (f)+d (P Q)"’_Eldeal'f'2 2

. /Iog5 16k2\/_ {GH([ \IF) (19)
Mog/\/2 (r, M F)dr+L \/Iog/\/z (r, T H)dr) }.

The margin bound for OOD has same order with the margin bound for IID.

v,
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Hypothesis Adversarial Learning®

Minimax domain adaptation implied directly through the margin theory

min 0 (F) + (0 (£, F) = 00 (£.9)

Fab W( $(Q)

) (g £ (P) (o
f* = max (e (f',f) ew(ﬁ)(f,f)>

(20)
(@

Theory Algorithm

Bridge the Gap

1. Multiclass learning with scoring functions
2. Tight bound with only one hypothesis space
3. Informative bound with computable margin

8Zhang & Long. Bridging Theory and Algorithm for Domain Adaptation. ICML 2019.
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Hypothesis Adversarial Learning

& Source
[ -

> [ﬂﬁ>[ﬂ e
9 \
@

Xt Q'Og[l The(w(xt)) (F (0 ()] (21)
+E, NP'Og[Uhf(w(xs)( "(W(x*))]

Theorem (Margin Implementation)

(Informal) Assuming that there is no restriction on the choice of f' and
v > 1, the global minimum of D~ (P, Q) is P = Q. The value of oy (f'(-))
at equilibrium is v/(1 + ~) and the corresponding margin of f' is p = log .
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Theory vs. Practice

@ Previous discrepancies are supremum over whole hypothesis space —
will include bad hypotheses that make the bound excessively large.

Supremum over all pairs Supremum over single space
oh
A —) A
H H H H
HAH-Divergence Disparity Discrepancy

@ A common observation is that difficulty of transfer is asymmetric —
Previous bounds will remain unchanged after switching P and Q.

HdI‘d(:‘I‘ transfer

‘ FEasier transfer

Simulation
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Localization for Discrepancies

Supremum over all pairs

A

H H

Supremum over single space

HAH-Divergence

!

Supremum over localized space

*h

A

H H

Disparity Discrepancy

!

Supremum over localized space

Localized HAH -Divergence

Mingsheng Long Domain Adaptation
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Step Ill: Localized Discrepancies

Definition (Localized Hypothesis Space)

For any distributions P and Q on X x ), any hypothesis space H and any
r > 0, the localized hypothesis space H, is defined as

H, = {h € H[EpL(h(x),y) < r}. (22)

Definition (Localized HAH-Discrepancy (LHH))
The localized HAH-discrepancy from P to @ is defined as

d'HrAfH,(P, Q) = sup (EQL(h/, h) — EPL(h/, h)) o (23)
h,h' €H,

Definition (Localized Disparity Discrepancy (LDD))
For h € H, the localized disparity discrepancy from P to Q is defined as

dn, (P, Q) = hsu?;_)l (IEQL(h’, h) —EpL(H, h)) . (24)
'EH,

= = = =
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Localization Theory for Domain Adaptation®

Recall the generalization bound induced by previous discrepancies:

PN dlogn dlogm
eq(h) < ep(h) + dan(P, Q)+€fdea’+o(\/ ng +\/ ”f :

Theorem (Generalization Bound with Localized HAH-Discrepancy)

Set fixed r > ). Let h be the solution of the source error minimization.
Then with probability no less than 1 — §, we have

2 A s A dl dl
errq(h) < errg(h) + dy,an, (P, Q)+ A+ O < c,)]gn i cr)§m>

/2rd | (d (P,Q) +2r)dlogm (25)
rd log n , r)dlo
O g HrAH, g .

To make domain adaptation feasible, we require dy, an, (P, Q)+ r < 1.
9Zhang & Long. On Localized Discrepancy for Domain Adaptation. Preprint 2021.
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Domain Adaptation December 3, 2022 30/ 44



Localization Theory for Domain Adaptation'®

Recall that Disparity Discrepancy is tighter than HAH-Discrepancy:

min{err5(h) + d5 5, (P, @)} < minerrs(h) + di,an, (P, Q) (26)
heH e hen

Theorem (Generalization bound with localized disparity discrepancy)

Set fixed r > \. Let h be the solution of above left objective function.
Then with probability no less than 1 — §, we have

_ — ~ o~ dl dl
errg(h) < err,g(h) + dl_77Hr(P’ Q)+A+ 0 < <,>7g n H og m)

m

Lo \/(crr 5(h) + r)dlogn N \/(err 5(h) + drx, (P, Q)+ r)dlogm

n m

10 Long et al. On Localized Discrepancy for Domain Adaptation. Preprint 2021.
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Transfer Learning Library

& thuml/ Transfer-Learning-Library  public
Transfer Learning Library for Domain Adaptation, Task Adaptation, and Domain Generalization

@ transfer.thuml.ai
&8 MIT license
Y% 2k stars % 396 forks

Updates

2022.9

We support installing TL/ib via pip , which is experimental currently.

pip install -i https://test.pypi.org/simple/ t1lib==0.4

2022.8

We release v0.4 of TLIlib. Previous versions of TLlib can be found here. In v@.4 , we add
implementations of the following methods:

* Domain Adaptation for Object Detection [Code] [API]
* Pre-trained Model Selection [Code] [API]

* Semi-supervised Learning for Classification [Code] [API]

Mingsheng Long Domain Adaptation




Design Patterns

Examples Benchmarks Tutorials
Docs O Training codes O Various setups O More data formats
O Hyperparameters O Reproducible O More model backbones
o.. O... o ...
Adaptation || Module Backbone || Dataset Utils
O DAN O Discriminator | | O ResNet O Office-31
Core |ooaw O GradRevLayer || O VGG O Office-Home
O MDD O Kernel O Inception O VisDA-2017
O CDAN o... o... O DomainNet
o O...
Platform =i R
TorchVision G

Code: https://github.com/thuml/Transfer-Learning-Library

Mingsheng Long
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Learning Settings

Classification

Detection

Segmentation

Regression

Dog
Task ‘@_ Etc.
P
DA TA OOoD SSL Model Hub
Learning () )
@O =0
Alignment Translation | |Self-Training | Regularization| | Reweighting
Core

N

&

https://github.com/thuml/A-Roadmap-for-Transfer-Learning

Mingsheng Long
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Benchmark Datasets
@ Vision: Office-31, Office-Home, DomainNet, ImageCLEF, PACS, ...

o Language: Multi-Domain Sentiment Dataset, ...
e WILDS: Diverse domains http://ai.stanford.edu/blog/wilds
o Still not work due to large #domains, natural shifts, and harder tasks

Domain generalization Subp::;lauon Domain generalization + subpopulation shift
Input (9 camera trap photo tissue slide cellimage molecular graph wheat image online comment satellite image satellite image product review code
Prediction (y)  animal species tumor perturbed gene  bioassays wheat head bbox  toxicity land use asset wealth sentiment  autocomplete
Domain (d) camera hospital batch scaffold location, time  demographic  time, region country, rural-urban  user git repository
# domalns 323 5 51 120,084 47 16 16x5 23x2 2,586 8,421
# examples 203,029 455,954 125,510 437,929 6,515 448,000 523,846 19,669 539,502 150,000
N What do Black Overallasolid | [ import
and LGBT package that | | numpy as np
Trai " people have to has a good
rain example do with bicycle quality of
licensing? construction
for the price. norm=np. __
As a Christian, 1 "loved" my import
1wl not be French press, | | subprocess
patronizing itssoperfect || as sp
Test example any of those and came with
businesses. allthis fun p=sp.Popen()
st stdout=p. __
A Gl Beery et al. Bandi et al. Taylor et al. Hu et al. Davidetal. Borkanetal. Christie et al. Yeh et al. Niet al. Raychev et al.
2020 2018 2019 2020 2021 2019 2018 2020 2019 2016
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Regression on Visual Domains

e Domain adaptation regression tasks on dSprite (simulation-to-real).

Method C->N C-»S N—-C N->»S S—»C S—N Avg
ResNet-18 0.94 0.90 0.16 0.65 0.08 0.26 0.498
TCA 0.94 0.87 0.19 0.66 0.10 0.23 0.498
DAN 0.70 0.77 0.12 0.50 0.06 0.11 0.377
DANN 0.47 0.46 0.16 0.65 0.05 0.10 0.315
MCD 0.81 0.81 0.17 0.65 0.07 0.19 0.450
RSD 0.32 0.35 0.16 0.57 0.08 0.09 0.262
RSD+BMP 0.31 0.31 0.12 0.53 0.07 0.08 0.237
DD 0.09 0.27 0.07 0.21 0.12 0.11 0.145

@ To our knowledge, this is the first successful regression algorithm!

&"3' %;i
ﬂ&, ’@}& ! »;

(a) Src Only

(b) DANN

Mingsheng Long Domain Adaptation
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Classification on Visual Domains

@ Domain adaptation classification tasks on DomainNet and ImageNet.

Methods c—p C—r Cc—s p—C p—r p—>s r—c r—p r—s s—c s—>p s—r  Avg
ResNet101 327 50.6 39.4 411 56.8 35.0 48.6 488 36.1 49.0 348 46.1 433
DAN 388 552 439 459 59.0 408 508 498 389 561 459 555 484
DANN 379 543 444 417 556 368 50.7 508 40.1 550 450 545 472
JAN 40.5 56.7 451 472 59.9 43.0 542 526 419 56.6 462 555 50.0
CDAN 40.4 568 46.1 451 58.4 405 556 536 430 572 464 557 499
MDD 429 595 475 486 594 426 583 b53.7 46.2 587 465 57.7 518
Task IN—INR (ResNet50) IN—INS (ig-resnext101_32x8d)
Source Only 35.6 54.9
DAN 39.8 55.7
DANN 52.7 56.5
JAN 41.7 55.7
CDAN 53.9 58.2
MDD 56.2 62.4
sketch painting ‘ ImageNet ‘ ImageNet-R | ImageNet-Sketch
. 4
e
g B Jinea P Promontory,
g Watermeleon Cow Tree Bird g Daisy (_Cwid c;;f;a 1:?;1}:.':3
(e) DomainNet (f) ImageNet
Mingsheng Long Domain Adaptation December 3, 2022 38/44



Classification on Language Domains

@ Domain adaptation classification tasks on Text Emotion datasets.

Methods g—s g—i g—e s—i s—e i—e avg
Source Only 45.4 47.0 58.2 315 33.7 50.6 44.4
DANN 38.3 443 57.3 325 39.4 54.5 44.4
DAN 34.6 42.7 57.1 345 37.7 49.6 427
JAN 32.6 43.1 57.6 34.2 39.4 50.3 42.9
CDAN 39.7 46.2 57.2 34.6 35.3 52.1 44.2
MDD 46.3 47.3 72.8 38.8 48.1 65.8 53.2
LDD 49.4 49.0 75.9 43.2 50.7 68.4 56.1
Dataset emotions examples

admiration,amusement, anger, annoyance,

approval, caring, confusion,curiosity, desire,

GoEmotions

disappointment, disapproval, disgust,

embarrassment, excitement, fear, gratitude,
grief, joy,love, nervousness, optimism, pride,
realization, relief, remorse, sadness, surprise

OMG, yep!!! That is the final answer. Thank you so much!
Let me give you a hint: THEY PLAY IN BOSTON!!!

I think this is my favourite one ever.
| think that question has a very complicated answer
I'm not even sure what it is, why do people hate it

SemEval-2018

anger, anticipation, disgust, fear, joy, love,

optimism, pessimism, sadness, surprise, trust

It appears my fire alarm disapproves of my cooking style

Emotions-stimulus sadness, joy, anger, fear, surprise, disgust

There was a hint of exasperation in his voice.

He could see Harry § puzzlement.

ISEAR Jjoy, fear, anger, sadness, disgust, shame, guilt

| am happpy when | get good results in the field of academics or athletics.
My cat died from an illness. It had been with us for 7 years.
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Classification on Time-Series Domains

@ Domain adaptation classication tasks on Human Activity datasets.

Methods 1-3 3—5 4—5 1—6 4—6 5—6 3-8 5—8 Average
FCN 90.3 82.9 74.9 83.2 61.9 58.8 81.4 91.8 78.2
DAN 91.2 93.7 89.7 89.7 78.0 80.2 86.8 93.3 87.8
DANN 92.5 95.9 93.1 91.8 78.8 91.6 95.2 96.6 91.9
VRADA 81.3 82.3 71.6 74.9 62.7 60.0 82.2 87.5 75.3
CDAN 93.9 96.8 95.2 92.9 83.6 91.6 95.6 97.6 93.4
R-DANN 85.1 85.4 70.4 81.7 64.6 54.4 82.8 82.5 75.9
CoDATS 93.2 95.6 94.2 90.5 93.7 90.7 93.4 97.1 93.5
CoDATS+WS 90.8 94.3 94.7 90.8 85.3 91.7 94.3 95.8 92.2
MDD 95.5 97.9 96.9 93.2 84.6 91.7 96.9 97.9 94.3
Participate | —
0 o © [=}
N e I <}
= =] 9] |=2] =] |=] |~
H IR RN REIRE R E:
j=¥
B nElnErE e E e E
: & t B t & 2
= ) A ) A o M =]
2 — Suirdown Wk © © © O
(g) HHAR (h) FFN
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Distribution Shift in Semi-Supervised Learning

=)

i
\

= Y
N

.
\

pseudo head
(d) Ours (DST)

min Lc(% h) + Lu(df, hpseudo: E/),h) + mhé/]x (LU(I/% hla Eﬁ,h) - LE(¢7 hl)) .
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Distribution Shift in Semi-Supervised Learning
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(i) FixMatch (j) DST w/o worst (k) DST

Figure: Top-1 accuracy of each category on CIFAR-100 (supervised pre-trained).

FixMatch 86.3 84.6 53.1 41.3 48.6 25.2 52.3 93.2 83.7 46.4 37.1| 59.3
DST (FixMatch) [89.6 94.9 70.4 48.1 53.5 43.2 68.7 94.8 89.8 71.0 58.5| 71.1

FixMatch 83.1 82.2 51.4 39.2 43.9 30.1 36.8 94.3 65.7 48.6 36.8| 55.6
DST (FixMatch) |90.1 95.0 68.2 46.8 54.2 47.7 53.6 95.6 75.4 72.0 57.1| 68.7

Chen et al. Debiased Self-Training for Semi-Supervised Learning. NeurlPS 2022 (Oral).
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Transferability in Deep Learning: A Small Book!!

Pre-Training Adaptation
T \ T \
| Upstream ! | Downstream !
! Data ' | Data i
! Pre-Trained | ! I =—— '
! Labeled/ Model ! ; !
i Silateled i i Source Domain i

i i
! Upstream Task | ! Downstream Task |

Lifecycle Pre-Training

Task
Adaptation

Domain
Adaptation

Supervised
Pre-Training

Unsupervised
Pre-Training

Architecture

Standard Generative Catastrophic Statistics
Pre-Training Learning Forgetting Matching
Core
Method Meta Contrastive Negative Domain
Learning Learning Transfer Adversarial -
Semi-Supervised
Learnin
Casual Parameter Hypothesis il Benchmark
Learning Efficiency Adversarial
Data
Efiiciency
Learning Domain oob Few-shot Zero-shot Prompt
Setup Generalization Generalization Learning Learning Learning

Uhttps://arxiv.org/abs/2201.05867
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