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1 Full Benchmark on the ETT Datasets

As shown in Table |1, we build the benchmark on the four ETT datasets [14]], which includes the
hourly recorded ETTh1 and ETTh2, 15-minutely recorded ETTm1 and ETTm2.

Autoformer achieves sharp improvement over the state-of-the-art on various forecasting horizons.
For the input-96-predict-336 long-term setting, Autoformer surpasses previous best results by 55%
(1.128—0.505) in ETTh1, 80% (2.544—0.471) in ETTh2. For the input-96-predict-288 long-term set-
ting, Autoformer achieves 40% (1.056—0.634) MSE reduction in ETTm1 and 66 % (0.969—0.342)

in ETTm?2. These results show a 60% average MSE reduction over previous state-of-the-art.

Table 1: Multivariate results on the four ETT datasets with predicted length as {24, 48, 168, 288, 336,
672, 720}. We fix the input length of Autoformer as 96. The experiments of the main text are on the
ETTm?2 dataset.
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2 Hyper-Parameter Sensitivity

As shown in Table 2] we can verify the model robustness with respect to hyper-parameter ¢ (Equation
6 in the main text). To trade-off performance and efficiency, we set C to the range of 1 to 3. It is also
observed that datasets with obvious periodicity tend to have a large factor c, such as the ETT and
Traffic datasets. For the ILI dataset without obvious periodicity, the larger factor may bring noises.

Table 2: Autoformer performance under different choices of hyper-parameter C in the Auto-
Correlation mechanism. We adopt the forecasting setting as input-36-predict-48 for the ILI dataset
and input-96-predict-336 for the other datasets.

Dataset | ETT Electricity Exchange Traffic Weather ILI

Metric | MSE MAE | MSE MAE | MSE MAE | MSE MAE | MSE MAE | MSE MAE

c=1 |0339 0372 0.252 0.356 | 0.511 0.528 | 0.706 0.488 | 0.348 0.388 | 2.754 1.088
c=2 |0363 0389 |0.224 0.332 | 0.511 0.528 | 0.673 0.418 | 0.358 0.390 | 2.641 1.072
c=3 | 0339 0372 0.231 0.338 | 0.509 0.524 | 0.619 0.385 | 0.359 0.395 | 2.669 1.085
c=4 |0336 0369 | 0.232 0.341 | 0.513 0.527 | 0.607 0.378 | 0.349 0.388 | 3.041 1.178
c=5 | 0410 0415 0.273 0.371 | 0.517 0.527 | 0.618 0.379 | 0.366 0.399 | 3.076 1.172

3 Model Input Selection

3.1 Input Length Selection

Because the forecasting horizon is always fixed upon the application’s demand, we need to tune the
input length in real-world applications. Our study shows that the relationship between input length
and model performance is dataset-specific, so we need to select the model input based on the data
characteristics. For example, for the ETT dataset with obvious periodicity, an input with length-96 is
enough to provide enough information. But for the ILI dataset without obvious periodicity, the model
needs longer inputs to discover more informative temporal dependencies.

Table 3: Autoformer performance under different input lengths. We fix the forecasting horizon as 48
for ILI and 336 for the others. The input lengths | of the ILI dataset are in the {24, 36, 48, 60}. And
for the ETT and Exchange datasets, the input lengths | are in the {96, 192, 336, 720}.

Dataset | ETT Electricity || Dataset | ILI
Metric | MSE  MAE | MSE MAE | Metric | MSE  MAE

1 =192 0.355 0.392 | 0.200 0.316 1 =36 2.669 1.085
I =336 0.361 0406 | 0225  0.335 I =48 | 2.656 1.075

I =96 0339 0372 | 0.231 0.338 1 =24 3.406 1.247
1 =720 0.419 0430 | 0226  0.346 1 =60 2779 1.091

3.2 Past Information Utilization

For the decoder input of Autoformer, we attach the length-'i past information to the placeholder. This
design is to provide recent past information to the decoder. As shown in Table [d] the model with
more past information will obtain a better performance, but it also causes a larger memory cost. Thus,
we set the decoder input as '5 + O to trade off both the performance and efficiency.

Table 4: Autoformer performance under different lengths of input of the decoder. O, '5 +0,1+0
corresponds to the decoder input without past information, with half past information, with full past
information respectively. We fix the forecasting setting as input-96-predict-336 on the ETT dataset.

Decoder input length ‘ O (without past) é + O (with half past) 1 4+ O (with full past)

MSE 0.360 0.339 0.333
MAE 0.383 0.372 0.369
Memory Cost | 3029 MB 3271 MB 3599 MB




4 Ablation of Decomposition Architecture

In this section, we attempt to further verify the effectiveness of our proposed progressive decomposi-
tion architecture. We adopt more well-established decomposition algorithms as the pre-processing
for separate prediction settings. As shown in Table [5 our proposed progressive decomposition
architecture consistently outperforms the separate prediction (especially the long-term forecasting
setting), despite the latter being with mature decomposition algorithms and twice bigger model.

Table 5: Ablation of decomposition architecture in ETT dataset under the input-96-predict-O setting,
where O € {96;192; 336; 720}. The backbone of separate prediction is canonical Transformer [12].
We adopt various decomposition algorithms as the pre-processing and use two Transformers to
separately forecast the seasonal and trend-cyclical parts. The result is the sum of two parts prediction.

D . ‘ Predict O 96 192 336 720
ecomposition
‘ Metric MSE MAE MSE MAE MSE MAE MSE MAE
STL [10] 0.523 0.516 0.638 0.605 1.004 0.794 3.678 1.462
Separately Hodrick-Prescott Filter [5]  0.464 0.495 0.816 0.733 0.814 0.722 2.181 1.173

Christiano-Fitzgerald Filter [2] 0.373 0.458 0.819 0.668 1.083 0.835 2.462 1.189
Baxter-King Filter [13] 0.440 0.514 0.623 0.626 0.861 0.741 2.150 1.175

Progressively | Autoformer 0.255 0.339 0.281 0.340 0.339 0.372 0.422 0.419

S Supplementary of Main Results

5.1 Multivariate Showcases

To evaluate the prediction of different models, we plot the last dimension of forecasting results that
are from the test set of ETT dataset for qualitative comparison (Figures [T} 2] B} and ). Our model
gives the best performance among different models. Moreover, we observe that Autoformer can
accurately predict the periodicity and long-term variation.

Figure 1: Prediction cases from the ETT dataset under the input-96-predict-96 setting. Blue lines are
the ground truth and lines are the model prediction. The first part with length 96 is the input.

Figure 2: Prediction cases from the ETT dataset under the input-96-predict-192 setting.

5.2 Performance on Data without Obvious Periodicity

Autoformer yields the best performance among six datasets, even in the Exchange dataset that does
not have obvious periodicity. This section will give some showcases from the test set of multivariate
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