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Abstract— Traditional image aesthetics assessment (IAA)
approaches mainly predict the average aesthetic score of an
image. However, people tend to have different tastes on image
aesthetics, which is mainly determined by their subjective pref-
erences. As an important subjective trait, personality is believed
to be a key factor in modeling individual’s subjective preference.
In this paper, we present a personality-assisted multi-task deep
learning framework for both generic and personalized image
aesthetics assessment. The proposed framework comprises two
stages. In the first stage, a multi-task learning network with
shared weights is proposed to predict the aesthetics distribution
of an image and Big-Five (BF) personality traits of people who
like the image. The generic aesthetics score of the image can be
generated based on the predicted aesthetics distribution. In order
to capture the common representation of generic image aesthetics
and people’s personality traits, a Siamese network is trained
using aesthetics data and personality data jointly. In the second
stage, based on the predicted personality traits and generic
aesthetics of an image, an inter-task fusion is introduced to
generate individual’s personalized aesthetic scores on the image.
The performance of the proposed method is evaluated using
two public image aesthetics databases. The experimental results
demonstrate that the proposed method outperforms the state-of-
the-arts in both generic and personalized IAA tasks.
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I. INTRODUCTION

W ITH the prevalence of mobile internet, people have
become used to sharing their daily lives using images

in social networks. Many social networks, such as Flickr and
Facebook, are becoming more reliant on using images to
engage users. Hence, it is desirable to automatically assess
the aesthetic quality of images. Image aesthetics assess-
ment (IAA) aims at capturing people’s aesthetic perception
of images (e.g., through photographic rules) [1], which has
many potential applications, e.g., photo ranking [2], photo
aesthetic recommendation [3], photo enhancement [4], [5]
and image retrieval [6]. Since aesthetics is a quite subjec-
tive attribute of an image [7], it is still a challenging task
for IAA. There are two main categories for IAA: generic
image aesthetics assessment (GIAA) and personalized image
aesthetics assessment (PIAA) [8]. While GIAA is to infer
the generic aesthetics of images perceived by the majority
of people [1], PIAA aims at predicting individual’s unique
aesthetic perception of images [8]. Most of the previous studies
have been focused on GIAA [2], [6], [9]–[20]. Meanwhile,
with the ever-growing demand for users’ unique aesthetics,
several PIAA approaches [8], [21]–[24] have also been pro-
posed toward personalized image recommendation [25].

In the last two decades, the research of image aesthetics
mainly focuses on GIAA. Most early works map elaborately
designed hand-crafted features, typically based on photo-
graphic rules such as the vivid color, the rule of thirds,
and the symmetry [11]–[14], to evaluate generic image aes-
thetics. However, the conventional hand-crafted features can
only incorporate limited aesthetic rules to model people’s
complex and abstract visual aesthetic perception, which could
be problematic. Benefiting from the powerful learning ability
of deep neural network based on big data [26], a mush-
rooming number of works have been proposed to learn
deep representations for generic image aesthetics [2], [6],
[15]–[20], [27]–[38]. These GIAA approaches focus on using
the objective information of image, such as object, scene and
attribute, for predicting humans’ average aesthetic score of an
image. While these computational approaches have achieved
notable success, humans’ aesthetic ratings on an image may
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Fig. 1. Example images and their aesthetic scores rated by five different users
as well as the corresponding average scores from FLICKR-AES database. The
aesthetic scores are rated from 1 to 5.

vary significantly depending on their unique visual prefer-
ences [39]. As an example, Fig. 1 shows four images and the
associated aesthetic scores rated by five different users as well
as the corresponding average scores from the FLICKR-AES
database [8]. As illustrated in Fig. 1, the aesthetic scores of
an image differ significantly among different users. Although
the higher the average score, the more appealing the image,
it cannot effectively represent the potential difference of the
human perception of aesthetics [40]. In contrast, aesthetics
distribution prediction is a more reasonable way to evalu-
ate the diversified aesthetics of images [34]–[38]. However,
the inherent subjectiveness that leads to humans’ diversity in
image aesthetics is largely unknown, and more exploration is
needed.

Recently, PIAA is also becoming increasingly more
prevalent due to the demand for user-specific customization.
Several works have been done towards this direction [8], [21],
[22]. These methods aim to learn an individual’s personal-
ized aesthetic assessment from image content and attributes,
which have shown to be correlated with their aesthetic pref-
erences. While these approaches have obtained impressive
performance, the subjective characteristics of users in aesthetic
appreciation of images have rarely been incorporated. Studies
have shown that individual users’ preferences on images
are mainly determined by their personality traits [41]–[45].
As an example, Fig. 2 shows two sets of images liked by
users with different personality traits from the PsychoFlickr
database [46]. As shown in Fig. 2 (a), extroverts tend to prefer
image scenes with people playing together or engaging in
exciting activities. Fig. 2 (b) shows images liked by a user with
low extraversion, which manifests that introverts usually prefer
quiet scenes. This indicates that personality traits are crucial
in modeling an individual’s subjective preference. Therefore,
as an important subjective factor, humans’ personality trait can
be taken into account for PIAA.

According to [7], the generic aesthetics of an image is
obtained by the general aesthetic judgment of human beings,

which is correlated with their social or personality factors [47],
[48]. Studies have also shown that the Big-Five personality
traits are the general factors of aesthetic judgment for human
beings and have a stable relationship with people’s generic
aesthetic experience for visual arts [49], [50]. Since people
with similar personality traits typically like similar images,
the personality traits can be inferred from their preferred
images [51]. Therefore, personality traits are believed to the
main influencing factors in people’s image aesthetic pref-
erences. When judging the generic aesthetics of an image,
the personality traits of people who rate the image are very
important auxiliary information. Besides, images aesthetic
attributes (e.g., colorfulness, rule of thirds and depth of field)
can be effectively used for predicting Big-Five personality
traits [42], [46], which are also important factors in generic
image aesthetic assessment [2], [11]. Therefore, it is obvious
that generic aesthetics assessment and personality prediction
from images are two related tasks. The relationship between
generic aesthetic quality of an image and personality traits
of people who like the image could be further investigated.
Multi-task learning has been shown effective in capturing
useful information contained in multiple related tasks, which
can be used to improve the performances of all tasks [52].
Therefore, in this work we adopt a multi-task deep neural
network for both aesthetics distribution prediction and per-
sonality prediction. To discover the common representation
of aesthetics and personality in a unified network, the shared
weights are trained using aesthetics data and personality data
jointly. Since personality is a key subjective trait in influencing
individual preferences on image aesthetics, we introduce an
inter-task fusion based on our multi-task model to further
delve the relationship between users’ personality traits and
their personalized image aesthetics.

In this paper, we propose a multi-task deep learning
framework for generic and personalized image aesthetics
assessment. The proposed framework consists of two stages.
In the first stage, a multi-task convolutional neural net-
work (MTCNN) with shared weights is proposed for both
GIAA and personality prediction. In the second stage, based
on the above two tasks, an inter-task fusion approach is
further introduced for PIAA. We term the proposed framework
Personality-Assisted Image Aesthetic Assessment (PA_IAA).
The contributions of this work are as follows:

• We propose a novel personality-assisted multi-task learn-
ing network for both generic and personalized image
aesthetics assessment, which outperforms the state-of-the-
art methods.

• We train the proposed multi-task network jointly using
aesthetics data and personality data, with the objective to
capture the common representation features in a Siamese
network. The trained model can predict both image aes-
thetics distribution and personality traits of people who
like the image simultaneously.

• We propose an inter-task fusion approach to further infer
individual user’s aesthetic preference with the assistance
of their personality traits. This can transfer image aesthet-
ics from generic domain to personalized domain by only
training a small group of images rated by individuals.
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Fig. 2. Example images liked by individual users with different personality traits from the PsychoFlickr database: (a) Images liked by a user with high
extraversion; (b) Images liked by a user with low extraversion.

This intuitively explains the influence of personality traits
on individuals’ visual aesthetic preferences.

The rest of this paper is structured as follows. The related
work is briefly introduced in Section II. In Section III, the pro-
posed multi-task learning framework for both GIAA and PIAA
is presented. Experimental results and discussions are given in
Section IV, and the conclusions are drawn in Section V.

II. RELATED WORK

This work addresses image aesthetics assessment, and it is
based on personality computing and multi-task learning. In this
section, we give a brief review of these techniques.

A. Image Aesthetics Assessment

1) Generic Image Aesthetics Assessment: Earlier works on
image aesthetics assessment have mainly focused on map-
ping hand-crafted features into high-quality or low-quality
aesthetic categories [11], [13], [14]. Datta et al. [11] pro-
posed a learning-based GIAA approach, where the low-level
and high-level visual features were combined to train a
SVM model for binary aesthetics classification. Besides,
generic content-based features were employed for image
aesthetics classification, which were demonstrated to out-
perform hand-crafted features [14]. A large-scale Aesthet-
ics Visual Analysis (AVA) database, which contains more
than 250,000 labeled aesthetic images, was released in this
work [14]. While these approaches have achieved great success
in assessing the image aesthetics, the conventional features
may fail to fully capture the aesthetic aspects of images, which
are typically more abstract.

With the powerful abstract representation capability of deep
Convolutional Neural Networks (CNNs) [26], many works
have been done to learn deep models for GIAA [2], [6],
[18]–[20], [28], [30]–[33], [36]. For example, a double-column
Rating Pictorial Aesthetics using Deep Learning (RAPID)
was presented in [6], [18], where both global and local
patches of images were used for generic aesthetic binary
classification. Lu et al. [19] proposed a Deep Multi-patch
Aggregation (DMA) network for aesthetic quality categoriza-
tion by aggregating multiple patches from an image. Similar

to [18], Wang et al. [28] developed a multi-column Brain-
inspired Deep Networks (BDN) model to predict multiple
image attributes, which were then used for image aesthetic
classification. In [33], Jin et al. proposed a novel CNN model,
which combined Inception modules with connected Low and
Global features (ILGNet) to classify image into high or low
aesthetic quality. In addition to image aesthetics classification,
image aesthetic regression and ranking have also attracted
much attention. For example, Kong et al. [2] proposed to learn
a ranking network with adaptive image attribute and content
information for image aesthetic ranking. Recently, considering
the difference among users’ aesthetic perceptions on images,
aesthetic distribution prediction have become another hot topic
in IAA [34]–[38]. In [36], it has been shown that training
CNN model to predict aesthetic distribution instead of average
aesthetics score facilitates more effective IAA.

2) Personalized Image Aesthetics Assessment: More
recently, PIAA has attracted increasingly more attention
due to the fact that the aesthetic preferences of users on
images are typically different [8], [21]–[24]. In [8], Ren et al.
found that individual user’s aesthetic preferences have a
strong correlation with image content and aesthetic attributes,
and proposed an active learning model for PIAA. In [21],
a regression model and a ranking model based on Support
Vector Machines (SVM) were jointly used to learn generic
and personal aesthetic preferences on images. By considering
the personal preference and user interaction, Lv et al. [22]
proposed a user-friendly aesthetic ranking framework to
automatically rank users’ aesthetic preferences on images.
These approaches attempt to leverage the objective visual
features from images for modeling users’ subjective aesthetic
preferences. This may not be sufficient, because the subjective
factors in rating image aesthetics are not fully investigated.
Different from the aforementioned approaches, in this work
we use personality traits as a subjective clue to assist the task
of IAA.

B. Personality Computing

Personality computing aims at capturing individuals’ stable
preferences by exploring their observable behavioral cues [53].
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Fig. 3. The framework of the proposed personality-assisted multi-task learning for IAA.

Recently, a surging number of images are uploaded in social
networks, which greatly promotes social media-based person-
ality computing [54]. In [46], 300 Flickr individual users
and their 60,000 liked images (200 images per user) were
collected in the PsychoFlickr database. The Big-Five (BF)
personality traits of each user, namely Openness (O), Con-
scientiousness (C), Extroversion (E), Agreeableness (A), and
Neuroticism (N), were collected using the BIF-10 [55] ques-
tionnaire. Segalin et al. used a basic deep learning framework
to classify an image into high and low categories according
to each personality trait of people who like the image [51].
In [56], the preferences of individuals on local image regions
were learned by a Weakly Supervised Dual Convolutional
Network (WSDCN) for personality prediction. The user-level
BF personality traits were used as the supervision of their liked
images to train the personality prediction model, which can
incorporate the subjective factor of users in aesthetic ratings.

C. Multi-Task Learning

Multi-task learning is a machine learning technique for
improving the generalization performance of a task by using
multiple domain knowledge contained in the shared informa-
tion of related tasks [52], [57]. Recently, deep network-based
multi-task learning [58] has achieved great success in com-
puter vision [59]. Multi-task learning is inspired by the
learning behavior of humans. In order to learn a new task,
humans usually apply the knowledge obtained from learning
related tasks. By sharing the hidden layers between related
tasks, multi-task learning can obtain a common representation
that captures all tasks, which can greatly decrease the risk
of over-fitting [60]. The multi-task learning has shown to be
an effective strategy to capture common features for multiple
related tasks simultaneously. Personality traits are important
subjective factors influencing their aesthetic preferences on
images. Therefore, we believe personality prediction and aes-
thetics assessment from images are intimately related tasks.

Motivated by this, in this work we propose to investigate
the latent relationship between image aesthetics and people’s
personality traits using a multi-task deep network.

III. PROPOSED METHOD

In this paper, a novel multi-task learning framework is
proposed to assess the aesthetic quality of images with the
assistance of personality traits. By taking into account per-
sonality factors, more advanced image aesthetics assessment
models can be developed. The architecture of the proposed
approach is shown in Fig. 3. It comprises two stages. In the
first stage, we design a multi-task learning network to pre-
dict both aesthetics distribution and BF personality traits
simultaneously. The generic aesthetics score of the image is
then generated based on the predicted aesthetics distribution.
In order to capture the common information for both the
aesthetic task and personality task, the multi-task module with
shared weights is jointly trained using data from the aesthetics
domain and personality domain. In the second stage, inter-task
fusion is introduced for predicting the personalized aesthetic
scores based on the generic aesthetics and personality traits
information.

A. Qualitative Analysis Between Generic Aesthetics and
Personality

To our best knowledge, the relationship between generic
image aesthetics and personality has not been fully investi-
gated so far, and no public database has been simultaneously
labeled with subjects’ personality traits and their aesthetic
ratings on images. In order to qualitatively demonstrate the
relation between generic aesthetics and personality, we employ
an effective GIAA method in [2]1 to measure the aesthetic
of images from the PsychoFlickr database [46]. Fig. 4 shows

1https://github.com/aimerykong/deepImageAestheticsAnalysis
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Fig. 4. Example images liked by people with different personality traits as well as the corresponding generic aesthetic scores (ranges from 0 to 1) obtained
by the GIAA method in [2].

some example images liked by people with different personal-
ity traits and the corresponding generic aesthetic scores. It can
be seen from Fig. 4 that images liked by people with high
conscientiousness and agreeableness have higher generic aes-
thetic scores, which indicates that the aesthetic preferences of
these people may be easily accepted by others. Since neurotic
people may have more extreme preferences, their preferred
images may not be easily accepted to others. In order to fur-
ther quantitatively analyze the relationship between people’s
personality traits and generic image aesthetics, we propose a
multi-task learning framework with shared weights based on
the Siamese network [61]. To address the lack of personality
and aesthetic labels in a single image database, the multi-
task learning model is trained using the aesthetics data and
personality data jointly.

B. Multi-Task Learning

As aforementioned, in the multi-task learning framework,
the personality dataset and aesthetics dataset are used to
optimize the respective task of the network separately. This
aims at seeking useful information of two related tasks with
hard parameter sharing [58], which is generally implemented
by sharing the hidden layers and keeping respective task output
layers. Our multi-task model is built upon a CNN model
that is pre-trained on the ImageNet dataset [26]. We remove
the fully-connected layers after the last convolutional layer
and employ the Global Average Pooling (GAP) operation to
achieve a shared vector d . The aesthetics data and personality
data are leveraged to learn the parameters of shared weights.

1) Generic Aesthetics Assessment Task: In this work,
we denote {I i

a, si
a}Na

i=1 as the aesthetics training set, where Na

is the number of images for training. si
a = {si

an
}N
n=1 denotes

the aesthetics distribution of i -th image and
∑N

n=1 si
an

= 1,
where an represents the n-th score bucket, and N denotes the
number of score buckets. For AVA database, N = 10, a1 = 1,
aN = 10, and for FLICKR-AES database, N = 5, a1 = 1,
aN = 5. On the top of the shared weights, we add two
Fully Connected (FC) layers, which contain 1,024 nodes and
512 nodes respectively, to obtain the features for generic
aesthetic task da. Following each FC layer, Batch Normaliza-
tion (BN) [62], [63] is added to improve generalization and
accelerate the convergence rate of training. Since our generic
aesthetic assessment is a distribution prediction problem with
a sum of 1, the Softmax operator is used to generate the
estimated aesthetics distribution ŝi

a = {ŝi
an

}N
n=1, which is

defined as

ŝi
an

= ewT
an da

∑N
j=1 e

wT
a j

da
, (1)

where Wa = {wan }N
n=1 denotes the weight of the aesthetic

features da . We employ the Euclidean loss to optimize the
generic aesthetic task, and it is formulated as

La = 1

Na

1

N

Na∑

i=1

N∑

n=1

�ŝi
an

− si
an

�2
2. (2)

After obtaining the aesthetics distribution {ŝi
an

}N
n=1 of an

image, the generic score is obtained by

ŝi
a =

N∑

n=1

n × ŝi
an

, (3)

which can be used to quantitatively compare the aesthetic
quality of images [36].

2) Personality Prediction Task: We denote {I um
p }M

m=1 as
the set of training images liked by the u-th user, whose BF
personality traits are su

p = {sui
p }5

i=1, u = 1, 2, . . . , U , where M
is the number of images liked by a user and U is the number
of training users. We introduce a personality prediction task in
parallel with the generic aesthetics assessment. Another two
FC layers, which also contain 1,024 nodes and 512 nodes
respectively, are added to generate the features for personality
task dp. Following each FC layer, BN is added to improve
generalization and accelerate the convergence rate of training.
For the m-th image liked by the u-th user, the Tanh operator is
employed to produce the BF personality traits ŝum

p = {ŝumi
p }5

i=1,
which is defined as

ŝum
p = ewT

p dp − e−wT
p dp

ewT
p dp + e−wT

p dp
, (4)

where wp indicates the weight of the personality features dp.
We adopt the Euclidean loss to optimize the personality
prediction task, and it is formulated as

Lp = 1

5

1

U

1

M

5∑

i=1

U∑

u=1

M∑

m=1

�ŝumi
p − sui

p �2
2. (5)

In this way, we obtain the predicted BF traits of an image,
which refer to five personality traits of people who would like
the image.
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C. Inter-Task Fusion

After obtaining the predicted aesthetics distribution and BF
traits from an image, we begin to focus on the user-specific
aesthetic preferences on the image. Since the personality of
individual users is an important subjective factor that influ-
ences their unique preferences for images [44], the aesthetics
difference among users can be modeled by the user-specific
personality traits. In order to learn different responses of
individual users with different personality traits to images,
we introduce an inter-task fusion to fine-tune our multi-task
learning model for generating personalized image aesthetic
score. We denote {I i

b, si
b}Nb

i=1 as the training set of an individual
user. For the i -th training image rated by the user, the aesthetic
score ŝi

b can be calculated by

ŝi
b = ŝi

a + wb ŝi
p, (6)

where wb = {w1
b, w

2
b, . . . , w5

b} represent the responses of the
individual user to five personality traits extracted from the
image, ŝi

a and ŝi
p denote the predicted generic score and five

personality traits of the i -th image from multi-task learning
model, respectively. Then, the Euclidean loss is employed to
optimize the inter-task fusion model, and it is defined as

Lb = 1

Nb

Nb∑

i=1

�ŝi
b − si

b�2
2. (7)

In this manner, the individual user’s personalized score ŝi
b

of image can be predicted from the trained inter-task fusion
model.

D. Network Training

The training process of our PA_IAA model is divided into
two stages. In the fist stage, we leverage a large amount of data
from two domains (aesthetics and personality) to jointly train
the multi-task learning model by optimizing the task-specific
loss function

L = La + γLp, (8)

where γ is set to 1 based on our experiments. In the second
stage, since the aesthetic ratings on images are very limited for
each individual user, it is a challenging task to directly learn
user-specific image aesthetics by deep learning model, which
needs a mass of annotated images for training. Hence, we use
the trained multi-task learning module as a pre-trained model,
and its network parameters are fixed. Then, we fine-tune the
parameters of inter-task fusion with personalized aesthetic
domain data by optimizing the loss function Lb. Stochastic
Gradient Descent (SGD) optimization is utilized to minimize
these loss functions in both multi-task learning and inter-task
learning. Finally, the generic and personalized image aesthetic
scores can be generated by our PA_IAA method. The learning
procedure is summarized in Algorithm 1.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental Settings

1) Aesthetic Databases: We evaluate the performance of our
approach on two public image aesthetic databases, including

Algorithm 1 Multi-Task Learning Algorithm of Our Proposed
PA_IAA

AVA [14] and FLICKR-AES [8]. Each image in the AVA
database is only labeled with the aesthetic scores rated by
multiple raters, while the FLICKR-AES database also provides
each rater’s ID when labeling the aesthetic ratings on images.
Therefore, the AVA database is used for GIAA, and the
FLICKR-AES database is used for PIAA.

AVA database [14] contains more than 250,000 images,
each of which is rated by 78 ∼ 594 individual users. The
aesthetic scores range from 1 to 10. For the task of GIAA,
the aesthetics distribution of images are used as the super-
visor for model training. Similar to [32], [33], more than
230,000 images are selected for aesthetic model training and
the remaining about 20,000 images are used for testing.2

FLICKR-AES database [8] contains 40,000 images, each
of which is labeled with aesthetic score by about five individ-
ual users. The aesthetic scores are rated from 1 to 5. Similar
to [8], we first use 35,263 images with aesthetics distribution
for generic model training, and then the remaining 4,737 test
images labeled by 37 users are used to learn the personalized
aesthetic model of each individual user. The number of testing
images each individual user rated ranges from 105 to 171.

2The training/testing splits of AVA database can be found at:
https://github.com/BestiVictory/ILGnet
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2) Personality Database: We leverage the PsychoFlickr
database [46] to infer the personality traits of people who
like an image. In the PsychoFlickr database, 300 Flickr
individual users and their 60,000 liked images (200 images
per user) are collected. Each individual’s BF personality
traits, Openness (O), Conscientiousness (C), Extroversion (E),
Agreeableness (A), and Neuroticism (N), are obtained by
BIF-10 [55] questionnaire. Users’ liked images as well as their
BF personality traits are used to learn the task for personality
prediction.

3) Implementation Details: We adopt two popular deep
networks, i.e., Inception-v3 [64] and DenseNet121 [65], as the
backbone of our multi-task module, which is pre-trained
on ImageNet [26]. Images are resized to 224 × 224 × 3
(DenseNet121) and 299 × 299 × 3 (Inception-v3) to feed
into the proposed network. In the multi-task learning process,
the initial learning rates of shared layers and prediction layers
are set to 1e − 5 and 1e − 4, respectively. In the inter-task
learning process, the initial learning rate is 1e − 4. The
learning rate drops to a factor of 0.9 every epoch. The other
hyper-parameters are set as follows: weight decay of 1e − 5,
momentum of 0.9, and total epoch of 50. We use Pytorch [66]
to implement the proposed method.

4) Performance Criteria: For comparison with the exist-
ing GIAA and PIAA methods, the overall Accuracy (ACC),
Spearman Rank Order Correlation Coefficient (SROCC) and
squared Earth Movers Distance (EMD) are employed to eval-
uate the performance of the proposed method.

The ACC is the most popular criteria for evaluating the
performance of classification [1], and is computed by

ACC = T P + T N

P + N
, (9)

where P and N denote the number of positive and negative
sample images, respectively. T P and T N are the number of
correctly classified positive and negative sample images. The
ACC is in the range [0, 1], and higher ACC value represents
better classification performance.

Similar to [2], [22], [36], the SROCC is employed to eval-
uate the ranking correlation between the predicted aesthetics
scores and the ground-truth aesthetics scores. Assuming si and
ŝi represent the score ranks of the i -th test image in actual and
predicted aesthetic scores respectively, the difference between
the ranks of the actual and aesthetic scores can be calculated
as di = si − ŝi , and the SROCC is defined by

S ROCC = 1 − 6
∑N

i=1 d2
i

N(N + 1)
, (10)

where N is the number of the testing samples. The SROCC
ranges from −1 to 1, and higher SROCC value represents
better prediction performance.

Similar to [36], we employ EMD to evaluate the closeness
of predicted aesthetics distribution and the ground-truth aes-
thetics distribution. The EMD is defined by

E M D = 1

N

N∑

i=1

(
1

K

K∑

k=1

|C DFŝi (k) − C DFsi (k)|r ) 1
r , (11)

where N is the number of the testing samples and C DFs (k)
denotes the cumulative distribution function. Similar to [36],
r is set to 2 and lower EMD value represents better prediction
performance.

B. Generic Image Aesthetics Assessment

1) Baseline Methods: There are three kinds of approaches
for GIAA: aesthetic binary classification, aesthetic score
regression and aesthetic distribution prediction. For aesthetic
distribution prediction, we use EMD to evaluate the prediction
performance of the proposed approaches and NIMA [36]. For
aesthetic score regression, the average score of the aesthetics
distribution is computed by Eq. 3. We conduct comparative
experiments with the state-of-the-art methods [2], [22], [36] in
term of the ranking correlation (SROCC). For aesthetic binary
classification, representative works include AVA hand-crafted
features [14], RAPID [18], RAPID (improved version) [6],
DMA [19], Wang et al. [20], Kao et al. [27], BDN [28],
Kao et al. [29], Zhang et al. [30], Schwarz et al. [31],
Kucer et al. [32] and ILGNet [33]. For fair comparison with
these existing classification accuracy results (ACC) reported
on the AVA database, we simply threshold the average score
to produce a binary classification. The threshold of low and
high aesthetic scores is set to 5 in AVA database.

2) Performance Evaluation on AVA Database: Table I
summarizes the prediction performances of the proposed
method and baseline methods on AVA database, and the
best results are highlighted in bold font. For aesthetic binary
classification, PA_IAA achieves the highest accuracy among
all the methods. Furthermore, when aesthetics task is used
individually, the performances of the proposed approaches
are close to those of the state-of-the-arts. After incorporating
the personality task, the classification accuracy increases by
2.4%(DenseNet121) and 2.8%(Inception-v3). In terms of aes-
thetic score regression and aesthetic distribution prediction,
DenseNet121(aesthetics) and Inception-v3(aesthetics) deliver
competitive performance with NIMA [36]. When the aesthet-
ics task is jointly trained with the personality task, PA_IAA
yields the best performance. This demonstrates the effective-
ness of multi-task network for jointly learning the aesthetics
distribution of an image and the personality traits of people
who like the image. Our multi-task learning approach can
leverage useful information learned from two related tasks
(aesthetics and personality) to improve the performance of
GIAA task.

C. Personality Prediction

1) Baseline Methods: In order to verify whether the pro-
posed multi-task learning module is also effective for per-
sonality prediction, we compare the PA_IAA with several
state-of-the-art methods for personality prediction, including
Segalin et al. [42], Guntuku et al. [43]. In this experiment,
300 users with their liked images are divided into two subsets
with 90% for training and 10% for testing, and ten-fold cross-
validation is used to avoid bias. The average of testing results
is reported.
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TABLE I

PERFORMANCE COMPARISON BETWEEN OUR METHOD AND
BASELINE METHODS ON AVA DATABASE

TABLE II

PERFORMANCE COMPARISON (SROCC) OF PERSONALITY

PREDICTION ON PSYCHOFLICKR DATABASE

2) Performance Evaluation on PsychoFlickr Database:
In Table II, we list the comparative performance of
our method and the state-of-the-art methods reported
on PsychoFlickr database, where the best results are
highlighted in bold font. When personality task is used
individually, DenseNet121(personality) and Inception-
v3(personality) outperform the other two methods. In addition,
PA_IAA(DenseNet121) and PA_IAA(Inception-v3) can
achieve the highest SROCC values when combined with
aesthetic task. It is worth noting that PA_IAA outperforms
the model trained with single task for personality prediction,
which demonstrates that the proposed multi-task learning
module also contributes helpful information for personality
prediction task.

D. Cross Database Evaluation

To verify the generalization of our method for GIAA task,
we train models on one database and test them on other
databases. In this experiment, Inception-v3 is used as the back-
bone network. The cross database evaluation results are listed
in Table III. Although training and testing on FLICKR-AES

TABLE III

THE CORRELATION (SROCC) OF PA_IAA(INCEPTION-V3) FOR GENERIC
IAA WHEN TRAINING AND TESTING ON DIFFERENT DATABASE

leads to the best results (0.716), the PA_IAA model trained
on AVA achieves higher average results than PA_IAA model
trained on FLICKR-AES. This demonstrates that PA_IAA
model trained on AVA database has more effective general-
ization ability for GIAA task, which is mainly because that
the training images on AVA receive more aesthetic labels and
the number of training images on AVA is far greater than the
number of training images on FLICKR-AES.

E. Discussion Between Generic Aesthetics and
Personality Traits

The average aesthetic scores can be used as the generic
aesthetics of images. Fig. 5 shows some example images
from AVA database and the corresponding predicted aesthetic
distributions using our PA_IAA(Inception-v3) model. The
aesthetics distributions and the normalized average scores of
predicted (and ground-truth) are shown beside each image.
The predicted personality traits, which are normalized into the
range [−1, 1], are also shown. As shown in Fig. 5, the pro-
posed PA_IAA model can predict aesthetics distributions con-
sistently with the ground-truth aesthetics distributions. From
the predicted personality traits of images, we have the fol-
lowing observations. (1) Images liked by people with high
Conscientiousness and Agreeableness may have high average
scores, while the images with low aesthetic quality may be
liked by people with low Conscientiousness and Agreeableness
(Fig. 5(a)). This confirms the findings in Section III-A that
responsible and friendly people are more likely to be recog-
nized in the aesthetic aspect of images. (2) Images with low
generic aesthetics are mainly preferred by people with high
Neuroticism (Fig. 5(d)), which indicates that neurotic people
often like somewhat enclosed and dark image scenes that are
not easily accepted by others.

To further investigate the correlation between the generic
aesthetics of an image and the personality traits of people who
like the image, we employ SROCC to measure the ranking cor-
relation between the predicted average scores and personality
traits from the images on FLICKR-AES [8] and AVA [14]
databases. The test results are summarized in Table IV, where
the highest positive and negative correlations for each data-
base are marked in bold font. From this table, we can find
that “Neuroticism” have the highest negative correlation with
generic scores for two databases, which demonstrates that
the images preferred by neurotic people are very likely to
have low aesthetic quality. “Conscientiousness” and “Agree-
ableness” have positive correlation with generic scores, which
indicates that if an image is mostly liked by people with
these two personality traits, its aesthetic score tends to be
rated high by the majority of people. In addition, “Openness”
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Fig. 5. Some example images from AVA database tested by our PA_IAA(Inception-v3) model. The aesthetics distributions of predicted (and ground-truth)
and the five predicted personality traits are shown beside each image. The average score of each testing image is also shown. The aesthetic scores range
from 0 to 1 and the personality traits range from −1 to 1. (a)-(d) Four example images and the predicted (and ground-truth) aesthetic distributions and five
personality traits.

TABLE IV

THE CORRELATION (SROCC) BETWEEN GENERIC IMAGE AESTHETICS
AND EACH PERSONALITY TRAIT (I.E. O, C, E, A, N)

ON AVA AND FLICKR-AES DATABASES

and “Extroversion” have relatively weak negative correlation
with generic aesthetics through the testing results. Therefore,
GIAA and personality prediction are two related tasks and the
relationship between them can be learned by the multi-task
module of PA_IAA.

F. Personalized Image Aesthetics Assessment

1) Baseline Methods: To validate the performance
of PA_IAA model for PIAA, we conduct comparative
experiments with the state-of-the-art methods, including

PAM [8], USAR [22], FPMF [67], which also reported the
test results on FLICKR-AES database. In this experiment,
Inception-v3 is used as the backbone network. We fist
leverage the training sets of FLICKR-AES and PsychoFlickr
databases to learn the multi-task module of PA_IAA, and then
conduct 37 personalized aesthetic experiments on the testing
set of FLICKR-AES database. For each individual, the images
he/she rated are split into two sets, i.e., k images for model
fine-tuning and the remaining images for test. In order to
avoid bias, the experiments are conducted 50 times for each
individual, and the average results as well as the standard
deviation are reported. In order to verify the prediction
performance with both a few training images and many
training images and compare with the reported results in [8],
[22], we set k = 10 and k = 100, respectively.

2) Performance Evaluation on FLICKR-AES Database: To
verify the effectiveness of using personality data, we replace
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Fig. 6. Performance comparison of 37 test individuals from the FLICKR-AES database by directly using our generic aesthetic model and personalized
aesthetic model when k = 100. The blue bars show the SROCC values of 37 individuals using the generic model, and the red bars show the increase in
SROCC values after using the proposed personalized model.

TABLE V

PERFORMANCE RESULTS (SROCC) OF OUR METHOD AND BASELINE

METHODS ON FLICKR-AES DATABASE FOR PERSONALIZED

IMAGE AESTHETICS ASSESSMENT

the personality prediction on PsychoFlickr in the multi-task
module with aesthetic distribution prediction on AVA. We call
this approach MT_IAA. Table V summarizes the performances
of our method and the baseline methods for PIAA, where
the best results are highlighted in bold font. From this table,
it can be observed that our PA_IAA method outperforms
all the other state-of-the-art models. In addition, PA_IAA
outperforms MT_IAA by a large margin, which indicates
that the personality prediction task of the proposed model
has made a significant contribution to PIAA. In particular,
when 10 images are selected for training, PA_IAA has better
performance than the other methods. By contrast, our approach
can achieve significantly better performance than the other
methods with 100 training images. This demonstrates the
effectiveness of our PA_IAA model, which can leverage the
predicted personality traits extracted from images for modeling
individual’s personalized aesthetics.

To further demonstrate the effectiveness of our PA_IAA
model for learning each individual’s personalized aesthetic
preferences, we first directly use the generic model to compute
the prediction performance (SROCC) of 37 test individuals
on FLICKR-AES database, and then calculate the increase
in SROCC values by using our personalized model when
k = 100. As shown in Fig. 6, we observe that the prediction

Fig. 7. Some example images rated by two users from FLICKR-AES
database. The predicted personality traits and personalized aesthetic scores are
shown below each image. The ground truth generic and individual aesthetic
scores are also shown below each image. The aesthetic scores range from 0
to 1 and the personality scores range from −1 to 1.

performance for almost all individuals has increased signifi-
cantly through our personalized model. For example, the pre-
diction performance has increased by about 0.56 (from 0.18
to 0.74) for individual 15. The average increase in SROCC
for 37 test individuals is about 0.11 (from 0.527 to 0.639).
Hence, our inter-task personalized model can effectively utilize
individual different response to the predicted personality traits
of images for observably improving the overall performance
for personalized aesthetics assessment.

3) Influence of Personality Traits for Personalized Image
Aesthetics: In order to explore the influence of personality
traits for individual users’ aesthetic preferences on images,
we show two sets of example images rated by two test-
ing individual users from FLICKR-AES database in Fig. 7.
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The average scores of aesthetics distribution is used as the
generic quality of images. For images in the first row,
the generic scores are almost the same (0.44, 0.44 and 0.40).
However, User1 has significantly different aesthetic ratings on
these images (0.80, 0.60 and 0.20). Particularly, User1 assigns
a high aesthetic score on Fig. 7(a), which is most likely to
be liked by people with higher extroversion (with probability
0.21) and lower neuroticism (−0.12). In contrast, people with
lower extroversion (−0.13) and higher neuroticism (0.14) have
preferences on Fig. 7(c), which is perceived by User1 with low
aesthetic quality. This indicates that User1 may be a person
with high extroversion and low neuroticism. For images in
the second row, the generic aesthetic scores are inconsistent
with the personal aesthetic scores rated by User2. This is
mainly because that User2 is an exocentric and neurotic
person, who has high aesthetic perception of images liked by
people with the similar personality traits and dislikes those
images preferred by people with the opposite personality
traits. In addition, the predicted personalized scores of our
PIAA model are closer to the users’ individual rating scores
compared to the generic scores.

V. CONCLUSION

In this paper, we have presented a novel personality-assisted
multi-task learning framework for both generic and person-
alized image aesthetics assessment (PA_IAA). Particularly,
the personality data and aesthetics data have been jointly
used to train a multi-task learning network, which can capture
common features to predict both aesthetics distribution and
personality traits simultaneously. By integrating data from two
related domains in the same network, PA_IAA can improve
the performance of two tasks. In addition, an inter-task fusion
is introduced to learn the influence of BF personality traits in
individuals’ aesthetic preferences on images. Extensive experi-
mental results on two public databases have demonstrated that
our proposed PA_IAA model is superior to the existing state-
of-the-art GIAA and PIAA approaches.
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