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In the real world, large-scale datasets for visual recognition typically exhibit a long-tailed distribution,
where only a few classes contain adequate samples but the others have (much) fewer samples. With
the advancement of data-hungry deep models for visual recognition, the low-tail power-law data distri-
bution that biases the model training has attracted significant attention. When training with the long-
tailed data, the majority classes dominate the training procedure, resulting in poor performance in
instance-scarce classes. To tackle this problem, numerous strategies, such as re-sampling, cost-
sensitive loss, meta-learning and transfer learning, have been proposed. This paper systematically
reviews contemporary approaches for the long-tailed visual recognition task and categorizes these meth-
ods based on the stage applied as training, fine-tuning, and inference. Furthermore, we categorize train-
ing stage methods into data augmentation, re-sampling strategy, cost-sensitive loss, as well as multiple
experts and transfer learning. Next, comprehensive comparisons are made in the balanced test set per-
formance of long-tailed benchmarks and method robustness in diverse test distributions using metrics
including top-1 accuracy, per-class accuracy, multi-class ROC AUC and Expected Calibration Error
(ECE). At last, we outline the challenges in this field and future research trends. Our reviews and intrigu-
ing findings can be a tutorial for researchers working in the field of open-world deep learning.

� 2022 Elsevier B.V. All rights reserved.
1. Introduction

A long-tailed distribution, also known as a lower-tail power-law
distribution [100], is where the frequency of many events or
classes is much lower compared to the few others. Such phe-
nomenon is prevalent in the real-world scenarios such as disparity
in incomes, sand particle sizes, meteor impacts on the moon, fre-
quencies of words in a text [76]. Likewise, in the realm of deep
learning for visual recognition, the real-world image datasets also
exhibit long-tailed distribution as evidenced by widely used iNat-
uralist [35], and LVIS [28] datasets. As shown in Fig. 1, when the
categories in the iNaturalist dataset are organized in a descending
order of frequency, high-frequency classes are followed by a popu-
lation of low-frequency classes which gradually ‘tail off’.

Visual recognition has made rapid advances with the develop-
ment of deep learning. However, it is well known that deep learn-
ing is data-hungry, and both the quantity and quality of the
training data determine the model performance. When deep learn-
ing meets long-tailed datasets during training, it will learn a biased
model since the head classes dominate the parameter optimiza-
tion, resulting in low performance for the tail classes. Although
an intuitive solution is to balance training set in real scenarios, it
is highly time-consuming and requires commercial expense, espe-
cially for data-poor species.

Not surprisingly, the importance of the long-tailed visual recog-
nition problem in deep neural network training is becoming
increasingly recognized by researchers. In recent years, extensive
research has been presented to deal with long-tailed visual recog-
nition problems, including re-sampling methods [4,40,62,69], cost-
sensitive methods [12,34,37,38,51,105] and multiple experts
[106,116,118,132]. The increasing number of publications devoted
to the long-tailed visual problem, as illustrated in Fig. 2, demon-
strates the problem’s growing prominence in the last 5 years.

Although there are several survey papers proposed in the field
of imbalanced learning [2,4,25,29,30,45,71,90], the systematically
reviewed literature in long-tailed visual recognition with deep
models is limited. Zhang et al. [128] recently revisited simple but
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Fig. 1. Long-tailed distribution of iNaturalist 2018 dataset. X-axis and y-axis show
the ranked species by frequency and the number of images. Class instances are
shown in frames with different colors, which correspond to the points in the line.

Fig. 2. Number of publications devoted to solving the long-tailed visual problem
over the past 5 years.

Fig. 3. Long-tailed survey summary.
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effective strategies such as re-sampling and data augmentation
methods. However, this study does not engage with the discussion
on the sophisticated strategies and the taxonomy in long-tailed
recognition methods.

To the best of our knowledge, this is the first study that aims to
identify and evaluate methods systematically for long-tailed visual
recognition. We provide a thorough discussion on deep long-tailed
visual recognition methods, presenting both simple yet effective
and complex strategies. These strategies are grouped according
to their applicability in the deep-learning stages, i.e., training,
fine-tuning, and inference. The training stage techniques are fur-
ther classified into sub-categories: data augmentation, re-
sampling, cost-sensitive loss, and multiple experts and transfer
learning. We also provide an extensive method comparison using
different evaluation approaches in test set with diverse
distributions.

Our key contributions are as follows: 1) We provide a compre-
hensive discussion on long-tailed visual recognition techniques
with deep-learning models. 2) The taxonomy of methods is
arranged according to at which stage of deep learning the
contributed modules can help. 3) We compare the results using
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various test set distributions and metrics on multiple benchmark
datasets.

The rest of this study is structured as follows (Fig. 3): Section 2
explores background information on closely related work such as
imbalanced learning, deep representation and few-shot learning.
Discussion on datasets, evaluation metrics are provided in Sec-
tion 3. The state-of-the-art works categorized into training, fine-
tuning and inference stages are discussed in Section 4.
Qualitative and quantitative studies are conducted and evaluated
based on benchmark datasets in Section 5. Finally, we summarize
the challenges, outline the major research trends and conclude
the paper in Section 6.
2. Background

In this section, we investigate four interleaved problems: imbal-
anced learning, deep representation learning, fine-grained recogni-
tion, and few-shot learning.
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2.1. Imbalanced learning

The imbalanced distribution means that one or a few classes
own many more instances by the ratio of 100:1, 1000:1 even
10,000:1 to others [25,29]. The imbalanced learning in data mining
and data classification is mostly related to rare events (REs),
including software defects [81], cancer gene expression [122] and
natural disasters [61]. In those scenarios, the REs are highly signif-
icant, and misclassification would result in high costs. For instance,
the incorrect classification in predicting natural disasters might
cause massive loss of people and property. Therefore, a series of
strategies are proposed to alleviate imbalance influence, including
re-sampling methods [7,65], cost-sensitive strategies [63,89,97],
kernel-based methods [32,113,114] etc. In recent years, deep
learning methods have achieved remarkable progress in various
computer vision tasks. However, deep model training usually
requires a large number of samples associated with numerous cat-
egories, making the imbalanced problem severe and more chal-
lenging. The imbalanced learning in this context has gained
increasing attention in recent years and researchers usually refer
to such a case as long-tailed learning.

2.2. Deep representation learning

Data representation generally determines the performance of
models, and therefore, much effort goes into designing processing
pipelines and input transformations to learn discriminative infor-
mation for efficient machine learning [1]. The development of deep
neural networks (DNNs) with layered incremental feature learning
has provided useful and easier data representations. One of the
most popular DNNs, called ResNet [31], adds shortcut connections
to several stacked layers to deal with the accuracy degradation
problem when networks go deeper. ResNet and its variant ResNeXt
[120] have achieved distinguished performance in detection, local-
ization and segmentation tasks and have become the backbone
networks for long-tailed vision recognition tasks. There are several
versions of ResNet/ResNeXt with 10, 32, 50, 101 layers in five
blocks. When training with high-complexity deep models, large
scale training datasets are acquired to avoid over-fitting. These
models are trained on popular visual recognition benchmarks such
as CIFAR [46] and ImageNet [15] that have balanced distributions.
However, a considerable degradation of performance, especially in
data-scarcity classes, is observed from DNNs trained in long-tailed
datasets. Therefore, investigating the long-tailed visual problems is
significant so as to adapt deep models to real-world scenarios.

2.3. Fine-grained recognition

With the development of deep learning techniques, fine-
grained image recognition, which deals with recognizing objects
to sub-categories of the same meta-categories (e.g., bird, dogs,
cars), has been an active area in recent years. In reality, fine-
grained image recognition has a wide range of applications, such
as biodiversity monitoring and climate change evaluation [112].
This task is challenging because the methods need to localize and
represent the marginal visual differences within sub-categories
[129]. Therefore, fine-grained approaches usually carry out two
steps: fine-grained features learning [14,18,44,52] and discrimina-
tive part localization [21,111,125,129]. In real-world tasks, the
long-tailed and fine-grained visual recognition are always inter-
leaved and appear simultaneously. A simple example is that the
long-tailed recognition in existing datasets, e.g., ImageNet-LT,
iNaturalist, and LVIS, already encountered fine-grained recognition
problems where many tail and head classes are inherited from the
same root meta-category. Likewise, some fine-grained datasets,
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such as Morph II and FG-NET, are long-tailed. The fine-grained
classes make the long-tailed problem harder, where the tail classes
have a higher probability of being classified to similar head classes.
The combination of fine-grained and long-tailed methods should
be explored to discriminate differences between fine-grained cate-
gories in the imbalanced setting.

2.4. Few-shot learning

To deal with the lack of labeled training examples, few-shot
learning (FSL) is emerged. It quickly generalises the models to
new tasks using a small number of annotated samples and prior
knowledge [108]. How to use the prior knowledge and those few
samples would determine the method performance. One of the
earliest examples is of mimicking human cognitive ability to parse
and generate new handwritten characters using a few examples
[47]. A solution is to decompose the characters into transferable
parts and then assemble these components into new characters.
Meta learning, or learning to learn, is one commonly used tech-
nique for few-shot learning tasks. It is designed for the model to
generalize across tasks so that the model can quickly adapt to
few-shot learning tasks. [23,75,86,87,91]. From this perspective,
few-shot learning could be applied to the long-tailed recognition
problems where the tail classes have few samples.

3. Preliminaries

Formally, we define the long-tailed visual recognition dataset as
image data having a long-tailed distribution for recognition, where
head classes are associated with significantly more samples than
tailed classes.

The general visual recognition datasets as well as other fine-
grained recognition datasets are introduced in this section. We also
define the causes of the long-tailed problem, followed by an empir-
ical evaluation of classifier weight and accuracy bias. Evaluation
metrics to measure the model performance for different objectives
and notations are presented as well.

3.1. Datasets

The long-tailed datasets are made up of samples that were
obtained naturally or manually selected based on the exponential
distribution. In this section, the general object datasets, CIFAR-LT
[12], ImageNet-LT [60], iNaturalist [35] and fine-grained datasets
including Morph II [80], FG-NET [72], ChaLearn LAP 2015 [20],
IMDB-WIKI [82], Places-LT [60], SUN-LT, MS1M-LT [60,109], CUB-
LT [84] and AWA-LT [84] will be introduced. Unlike the general
object datasets, the fine-grained datasets are subordinate cate-
gories with small inter-class variations and larger intra-class vari-
ations. Table 1 summarizes the dataset.

3.1.1. General object datasets

� CIFAR-LT: The original CIFAR dataset has two versions: CIFAR-10
and CIFAR-100. The former has ten classes, 6000 images in every
class, while the latter contains 100 classes with 600 examples in
each category [46]. Based on the evenly distributed original
CIFAR dataset, the long-tailed versions are created and become
benchmark datasets [12]. These datasets contain the same cate-
gories as the original one, however, the number of samples in
each class is reduced based on equation n ¼ nt � lt to around
12,000 images, where t is the class index counted from index 0
and nt is the original class number with l 2 0;1ð Þ. The test set
remains unchanged with even distribution. The imbalanced
factor (IF) of the long-tailed dataset is calculated by the equation



Table 1
The details of Long-tailed image recognition datasets.

Datasets Fields Categories Training Samples

CIFAR-LT-10 General 10 12,406(im100)/13,996(im50)
CIFAR-LT-100 General 100 10,847(im100)/12,608(im50)
ImageNet-LT General 1000 115,846
iNaturalist 2018 General 8142 437,513
Morph II Age 62 10,634(S1-S2-S3)/4,395(80–20)
FG-NET Age 70 1,002
ChaLearn LAP 2015 Age 101 2,476
IMDB-WIKI Age 101 297,163
Places-LT Scene 365 62,500
SUN Scene 397 35,018(SUN-397)/4,084(SUN-LT)
MS1M-LT Face Recognition 74,500 887,530
CUB-LT Bird 200 2,945
AWA-LT Animal 50 6,713
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IF ¼ nl=ns where nl is the largest class number and ns is the small-
est class number. The most common IFs are 50 and 100.
� ImageNet-LT: The ImageNet dataset is an image dataset con-
structed based on the WordNet structure. Visual competitions
based on this dataset make a significant contribution to the
development of computer vision [15]. ImageNet has 1000
classes with uniform distribution and each contains 1300
images. From this base dataset, the long-tailed version is con-
structed via Pareto distribution with the power value a ¼ 6
maximum 1280 samples and the minimum 5 samples [60].
Similar to CIFAR-LT, the test set is balanced. The ImageNet-LT
dataset is gathered into three groups: many shot, median shot,
and low shot with the cardinality thresholds 100 and 20. The
class numbers in those are 391, 463, and 146, respectively.
� iNaturalist: The iNaturalist dataset is created because most of
the image classification datasets have unnatural distribution.
It proves that the natural world is heavily unbalanced where
some classes are common and easy to photograph than others
[98]. This dataset is based on the iNatrualist where naturalists
share and map their observations of biodiversity around the
world, contributing to the long-tailed feature. The 2018 version
of iNaturalist dataset contains 8142 species and 437,513 images
and could be directly used as a backbone dataset in long-tailed
visual classification.

3.1.2. Fine-grained datasets

� Morph II: This dataset is a grayscale face dataset containing
55,134 face images collected from 13,617 individuals with the
age range from 16 to 77. This dataset is used in two types of set-
tings, as detailed in [94]: 1) S1-S2-S3 protocol, where three non-
overlapping subsets are created. Experiments are repeated for
all random combinations of two sets for testing and one for
training. 2) 80–20 protocol, in which, to reduce the cross-race
bias, a subset of 5,493 Caucasian descent images are used and
further divided into 80% training and 20% testing sets.
� FG-NET: The FG-NET dataset has 1,002 face images from 82
subjects with 12 samples per subject. The age ranges from 0
to 69. The leave-one-out (LOPO) setting could be used to gener-
ate an evaluation set. Specifically, in LOPO, the test set is con-
structed from images belonging to a single person using the
random sampling method [17].
� ChaLearn LAP: The ChaLearn LAP dataset contains facial images
with labels according to the visible age, and is constructed for
ChaLearn LAP challenge. The version of 2015 is commonly used
as a long-tailed dataset [17]. Different from previous age data-
sets, it has no true age annotations but is set by the average
age marked by ten people. The sample size of the training set,
validation set and test set are 2476, 1136 and 1079,
respectively.
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� IMDB-WIKI: The IMDB-WIKI dataset is built up for the age esti-
mation task with the images crawled from IMDb andWikipedia.
It contains 523,051 training face images where only 5% of objec-
tives own more than 100 images whereas the average is 23 per
class [82]. This dataset exhibits long-tailed distribution
naturally.
� Places-LT: The Places-LT is artificially constructed from dataset
Places 365 standard [60], which is a subset of the Places data-
base with 434 place categories. The Place 365 standard dataset
is a relatively balanced dataset with a minimum cardinality of
3068 and a maximum of 5000. The original validation set and
test set are balanced with 50 images and 900 images accord-
ingly. The long-tailed training data were generated with power
value a ¼ 6 Pareto distribution with the category cardinality
from 5 to 4980 in 365 classes.
� SUN 397 (SUN-LT): The Scene UNderstanding (SUN) dataset is
constructed with the selected 397 WordNet environmental,
well-sampled categories containing from 100 to 2361 unique
photographs each class. This dataset could be directly treated
as a backbone dataset for the natural long-tailed distribution
[109]. Also, a long-tail subset SUN-LT is constructed, which con-
sists of 4,084 training images with attributes [84].
� MS1M-LT: A refinedMS1M-ArcFace based on a large-scale data-
set MS-Celeb-1M is proposed with 85 K identities and 5.8 M
images [16,27]. Liu et al. [60] constructed a long-tailed version
of the face recognition dataset containing 887.5 K images and
74.5 K identities. As for the test set, they introduced MegaFace,
which has 3,530 images in the probe set and 1M images in the
gallery set. The objective is to match each sample in prob set to
gallery set with top-1 accuracy. Many-shot (P 5), few-shot
(< 5 & P 2), one-shot (< 2 & P 1) and zero-shot (¼ 0) subsets
are generated by pseudo occurrences through counting the sim-
ilar (similarity greater than 0.7) training samples.
� CUB-LT: The balanced CUB-200–2011 dataset [101] is a bird
recognition dataset containing 200 species and 11,788 images
constructed in 2011. The purpose of this dataset is to facilitate
the bird classification research where many bird species are
visually indistinguishable. The species list is obtained from
the online field guide, and the images are constructed in the
Flickr image search and filtered by users of Mechanical Turk.
Based on the CUB-200–2011 dataset, CUB-LT is built up
according to the exponentially decaying function

f classð Þ ¼ a; b�rank classð Þ where the values of a, b meet the demand
that the first class has the maximum samples while the lowest
class has the sample size of 2 to 3. The validation set is balanced
and accounts for 20% percentage of the training data [84].
� AWA-LT: The Animal with Attributes (AWA) dataset [48] con-
tains 50 animal classes and 30,475 images with a minimum of
92 images per class. These images are collected from Google,
Microsoft, Yahoo and Flickr search energies. The long-tailed ver-
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sion of AWA dataset is established according to the same prin-
ciple with CUB-LT. It consists of 6,713 training instances with 2
to 720 images for each class [84].

3.2. Evaluation metrics

Many evaluation metrics are proposed to assess the perfor-
mance of the methodologies in different recognition tasks such
as object recognition, age classification and face recognition. In this
section, accuracy, precision, recall, F1 score, per-class accuracy,
long-tailed accuracy, mean absolute error (MAE), �-error, multi-
class ROC AUC and expected calibration error (ECE) are introduced.

� Accuracy, Precision, Recall and F1 score: Accuracy, precision,
recall and F1 are the basic metrics used to quantify performance
on the retrieved data from sample space in tasks ranging from
pattern recognition to image classification.
Accuracy is the measure of correctly labeled instances from all
test samples. This is also known as top-1 accuracy. Due to the
long-tailed distribution, simple accuracy proves to be a naive
measure of performance as it can be easily affected by multiple
factors. Precision measures the number of correct positive
labeled instances against all positive labeled samples while
recall measures the number of correct positive labeled against
actual positive labeled. F1 measure strikes a balance between
the two by measuring their harmonic mean [3]. To provide a
holistic comparison of long-tailed distribution methodologies,
we take top-1 accuracy into account to evaluate the
performance.
� Per-Class Accuracy AccPC: The per-class accuracy evaluation
metric calculates the accuracy of each class separately and gets

the final average sum [84]. The formula is AccPC ¼ 1
C

PC
c¼1Acc cð Þ,

where the Acc cð Þ is the accuracy of class c. This method treats
each class equally.
� Long-Tailed Accuracy AccLT: The long-tailed accuracy is used
when the test distribution is long-tailed. Tackling the AccLT in
an approximate uniform test set, it is proposed to take a
weighted sum based on training set [84]. Specifically, the
weight ptrain cð Þ is generated according to the LT distribution of
training set such that 0 < ptrain cð Þ < 1 and

P
cptrain ¼ 1. Then

the ACCLT ¼
PC

c¼1ptrain cð ÞAcc cð Þ.
� Many-Shot, Median-Shot, Low-Shot Accuracy: Liu et al. [60]
proposed two sample size thresholds, 80 and 20, to categorize
the LT training set. Specifically, three subsets are many-shot
(frequency < 100), median-shot (20 6 frequency 6 100) and
low-shot (frequency < 20). The AccMS;AccMED and AccLS are the
accuracy in three subsets.
� Mean Absolute Error (MAE) [17]: The Mean Absolute Error
method is commonly used in age estimation task, which is
shown in Eq. 1, where ŷ and y are the prediction and the true
label respectively and ei is the absolute error,
MAE ¼

Xn
i¼1

ŷi � yij j

n
¼

Xn
i¼1

eij j

n
: ð1Þ

� �� error: Another evaluation method is �-error used in age
estimation [17,58] to evaluate the algorithms performance.
The standard formula is

� ¼ 1�
XN
i¼1

exp � ŷi � yið Þ2
2r�2i

 !
; ð2Þ

where r� is the annotated standard deviation.
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� Multi-class ROC AUC [4]: The shortage of the overall accuracy
in the long-tailed visual problem is the decision threshold
moved according to the training data distribution, which causes
low prediction accuracy in balanced test sets. Calibrating the
decision threshold may help with the overall accuracy. Thus,
the receiver multi-class operating characteristic curve (ROC)
and area under curve (AUC) could address the issue well. Specif-
ically, ROC is a curve drawn with the x-axis showing the false
positive rate (FPR), and y-axis the true positive rate (TPR) using
different threshold values. AUC is the area under ROC curve rep-
resenting the model performance by a value regardless of the
threshold. One-vs-rest (ovr) and one-vs-one (ovo) are two
strategies, meaning that computation AUC of each class against
the rest or pairwise combination of classes. Multi-class ROC
AUC is widely used in imbalanced learning and long-tailed
learning to estimate classifier performance [4,63,64]. We
choose multi-class ROC AUC ovr as the evaluation method in
the experiment section.
� Expected Calibration Error (ECE): Confidence calibration is a
vital strategy to predict the probability of the true correctness
likelihood [24,70,131]. The reliability diagrams are useful visual
tools to get a scalar summary statistics of the calibration. It is
indicated by the x-axis confidence and the y-axis accuracy, with
the closeness to the diagonal indicating strong calibration per-
formance. ECE is often used as a primary empirical metric to
measure calibration by grouping N samples into M equal size
bins. More specifically,
ECE ¼
XM
m¼1

Bmj j
N

acc Bmð Þ � conf Bmð Þj j; ð3Þ

where the Bm represents the sample number falling into bin m,
and acc and conf are accuracy and confidence of Bm.

3.3. Empirical analysis

In this section, we first specify the problem setting and
notations. Consider a visual recognition problem in the dataset
D ¼ xi; yið Þf g; i 2 1;2;3; . . . ;mf g with unknown distribution

p, where xi is the ith image in the image set X and yi is the
corresponding label. yi 2 Y ¼ 1;2;3; . . . ;Cf g where C is the class
number. Our goal is to learn a deep model M : X ! RC by minimiz-
ing the misclassification error px;y y– argmaxM xð Þð Þ. For the long-
tailed setting, p yð Þ exhibits lower-tail power-law distribution.

We describe the training process of deep models as follows.
Input the training images to the DNNmodelMwhich could be rep-
resented by the feature extractor f and the classifier g. x ¼ f x;Hð Þ
and z ¼ g xð Þ, where x 2 RD is the feature representation with
dimension D;H is the parameters of extractor f and z 2 RC is the
classifier logits z1; z2; . . . ; zC½ �>. ŷ ¼ argmax zð Þ is the class prediction.
In most of the cases, g xð Þ ¼W>

c xþ b with the classifier weight
matrix Wc 2 R

D�C and the bias b 2 RC. The probability calculated
by softmax is represented as pi ¼ eziPC

j¼1e
zj
. In long-tailed image

recognition, the overall instance number n ¼PC
j¼0nj where nj is

the class frequency of class j. U ¼ l0;l1; . . . ;lC

� �
denotes the class

centroids with the same dimension of z.
Long-tailed training sets normally cause biased accuracy, mean-

ing that the data-rich classes have higher accuracy than the data-
poor classes. The conventional training process of DNNs is shown
in Fig. 4. The mini-batch data is sampled from the training set by
the instance balanced sampling strategy and then input to the deep
model to get the logits. The cross-entropy loss is calculated from
true labels and the softmax of logits as predictions. Following that,
the DNN parameters are optimized by backpropagation with a



Fig. 4. DNN training process.

Fig. 5. Group Accuracy of ImageNet-LT dataset in the baseline model. 1,000
frequency-descending sorted classes are gathered into 10 groups. A considerable
decreasing trend is discovered from head classes to the tail classes with high
positive correlations to class frequencies.

Fig. 6. Normalized classifier weights of ImageNet-LT dataset in the baseline model.
Labels indicate the class index in a long-tailed distribution. Clearly, a positive
correlation of the normalized classifier weights and the class frequencies is shown.
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given learning rate, schedular and momentum. This process will
repeat for given epochs to get the optimal outputs. In the long-
tailed visual problems, training data, sampling strategy, model
structure, loss function, optimization strategies and test data dis-
tribution are all responsible for the poor performance of deep mod-
els. To begin with, the highly imbalanced distribution and the
under-representativeness of low-shot categories are the primary
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issues. Secondly, the random sampling method, which treats each
instance equally, generates imbalanced mini-batch data. Then,
model structure, loss function and optimization strategies ignore
the highly imbalanced input and cause the final results dominated
by head classes. Finally, the performance of DNN is unpredictable
facing the unknown test distributions.

To illustrate the model and performance impact from the long-
tailed data, the group accuracy and the normalized classifier
weights are shown in Figs. 5 and 6. Fig. 5 shows the group accuracy
of ImageNet-LT dataset in ResNeXt-50. 1,000 frequency-
descending sorted classes are gathered into 10 groups. The group
accuracy is the mean accuracy of the group classes. There is a con-
siderable decreasing trend both in group accuracy and normalized
classifier weights, which indicates the positive correlation with the
class frequencies. The imbalanced classifier weights could be the
result of biased accuracy.

The confusion matrix of CIFAR 100 im100 dataset is presented
in Fig. 7. The x and y axes are the predicted labels and true labels,
respectively. The colour of each pixel indicates the instance num-
bers from the true label to the predicted label. In this matrix, the
diagonal means the instance numbers with correct predictions.
This line exhibits a gradual fading of brightness from the top left
corner to the bottom right corner, indicating a decrease in class
accuracy from data-rich classes to data-poor classes. Meanwhile,
light pixels in the lower-left region illustrate that the minorities
have higher probabilities of being misclassified to the majority
classes.
4. Methods

In this section, the algorithms addressing the long-tailed visual
recognition problem are divided into three categories namely:
training stage, fine-tuning stage, and inference stage. Fig. 8 shows
the trend in three categories over the last five years (2017–2021).
Although, the numbers of publications increase in fine-tuning and
inference stage methods, more recent research focus has been
shifted to the multiple experts and transfer learning strategies.
4.1. Training stage

Algorithms in training stage include data augmentation
[8,9,49,99,103,110,123,128], re-sampling [4,6,13,40,53,68,69],
cost-sensitive loss [12,17,33,41,51,66,73,77–79,85,88,93,104,115,
127,131], and multi-expert and transfer learning methods
[5,10,13,19,26,36,37,50,54,56,60,84,105,107,109,117,118,130,132,
135]. We will introduce some of the popular strategies in this part.
The number of publications with respect to the different strategies



Fig. 7. The confusion matrix of CIFAR-100 im100 dataset. Labels indicate class
indexes in a long-tailed distribution. Prediction accuracy in head classes (upper left)
is higher (lighter) than in the tail (bottom right). Moreover, the bottom left section
has light spots that indicate instances have a high misclassification probability to
data-rich classes.

Fig. 8. Number of publications in training, fine-tuning and inference stage methods.
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in this stage over the last five years is depicted in Fig. 9, which
illustrates that cost-sensitive loss, multiple experts and transfer
learning based methods got intensive attention, while re-
sampling strategies got the least.

4.1.1. Data augmentation
Data augmentation solutions including mixup based methods,

generative adversarial networks (GANs) and semi-supervised
learning methods are developed to address the paucity of instances
Fig. 9. Number of publications in training stage methods including cost-sensitive
loss, multiple experts and transfer learning, re-sampling and data augmentation.
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and representativeness. These methods aim to enhance the feature
representations of under-represented classes at image and feature
levels.

Mixup based methods [8,99,119,123] enrich the training data
with linear interpolation of randomly selected instances. The
mixup interpolation method is described as:
~x ¼ kxi þ 1� kð Þxj; ~y ¼ kyi þ 1� kð Þyj, where xi; xj are raw input
vectors; yi; yj are one-hot label encoding; ~x and ~y are the generated
image and label; k is a hyper-parameter. Then manifold mixup [99]
adopted the same interpolation strategy as the mixup in the hid-
den feature space of neural networks. Experiments show that the
manifold mixup is beneficial for a more flatten and clearer decision
boundary. While mixup and manifold mixup are general augmen-
tation methods, there are also mixup-based methods particularly
designed for long-tailed recognition task. Remix [8] was proposed
to adjust the interpolation coefficient k according to the head or
tail class the current training sample belongs to. MixSMOTE
[119] assigned higher probabilities for tail classes to be selected
when mixing up. The core issue of these mixup based methods is
to design proper data selection and interpolation strategy so that
the biased decision boundary could be rectified.

Meanwhile, M2m [43], ImbalanceCycleGAN [83], MetaS-Aug
[49] and CAM-based sampling [128] attempt to augment the
minority classes with more diversity. M2m learns to augment the
minority classes by translating the majority class samples via an
adversarial-like training. The ImbalanceCycleGAN is based on
CycleGAN [134] to generate tail class samples from the head to
expand the feature space for minorities. This method is proved to
be effective in three datasets including CelebA [59], CUB-200–
2011 [102] and Horse2Zebra [134]. MetaSAug learns class-wise
covariance matrices containing semantic directions and augment-
ing minority classes. The covariance matrices are treated as train-
able parameters and are updated from the validation set to get the
optimal value. Then, it is used to optimize the classifier. The CAM-
based sampling is an augmentation strategy that transforms the
foreground and keeps the background unchanged to generate a
series of new images. The separation of foreground and back-
ground is based on the Class Activation Map (CAM) [133] values.

Another intuitive idea for long-tailed data distribution is to
directly increase training instances in data-poor classes from
related datasets. Semi-supervised learning could generate pseudo
labels for unlabeled data to reduce sample scarcity in tail classes
and balance the training sets. To this end, semi-supervised learning
for long-tailed recognition problems has also been introduced and
achieved promising results [55,110,121]. Yang and Xu [121] first
proposed that the extra data in semi-supervised method could
reduce label bias and improve the final classifier. Following this
idea, Liu et al. [55] found out that the pseudo label performs poorly
on tail classes and can hardly be leveraged. To address this issue, a
framework that combined the model decoupling method and
class-balanced sampling strategy was proposed to generate more
accurate pseudo labels. Similarly, to tackle the semi-supervised
bias, Wei et al. [110] introduced self-training with class re-
balancing to train the model for multiple generations. These meth-
ods provide novel ideas for long-tailed data re-balancing.

In summary, this subsection discussed the training stage meth-
ods based on data augmentation. The mixup based methods are
usually easy to implement with just a few lines of code. However,
since mixup and its variants are generic augmentation methods, a
particular design for long-tailed distribution is needed. Although
various augmentation methods aim to augment the tail class sam-
ples, they usually improve the performance at the cost of extra
computation (e.g., GAN network, adversarial training, CAM). The
key to these methods is how to efficiently generate realistic and
diverse minority class samples. Finally, semi-supervised learning
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methods demonstrate a practical path towards achieving perfor-
mance gain. However, they may also be limited by the relevance
between the target long-tailed dataset and the auxiliary datasets.

4.1.2. Re-sampling strategy
Stochastic gradient descent (SGD) is effective in parameter opti-

mization of deep models. To overcome the time-consuming of one-
example-each-iteration strategy, the mini-batch SGD optimization
was proposed which randomly samples a batch of data from the
dataset. It effectively balances the accuracy and training time with
smooth convergence. The random sampling (instance-balanced)
method, where each instance has an equal probability to be
selected is shown as

pI
j ¼

njXC
i¼1

ni

; ð4Þ

where pI
j is the selective probability of instance in class j;C is the

number of classes in the dataset [40]. In long-tailed visual tasks,
the instance balanced sampling method causes the imbalanced per-
formance in each mini-batch. After summing up the cross-entropy
loss of the imbalanced batch data, the head categories would dom-
inate the gradient descent orientations of parameters. Therefore,
the deep models are biased to the data-rich classes and show poor
performance to the data-scarcity categories.

A number of re-sampling procedures, such as class-balanced
sampling and square-root sampling approaches, are introduced
in response to the aforementioned problem. They adjust the
instance sampling probability to reduce the mini-batch distribu-
tion’s imbalance level. We will go through a few simple but effec-
tive re-sampling methods in this section, including random over-
sampling, random under-sampling, class-balanced sampling,
square-root sampling, and progressively balanced sampling
methods.

� Random Over-sampling: One simple way for balancing the
training batch is to use a random over-sampling strategy that
stochastically repeats a few categories several times while
maintaining the number of head classes [53]. The instance sam-
pling probability is
Table 2
Different q and k in Eq. 5 with briefly re-sampling descriptions.

Re-sampling
methods

Value of q and
k

Description

Instance balanced
sampling

q ¼ 1; k ¼ 1 Each instance has the same
probability of being chosen.

Random Over-
sampling [4]

Head : q ¼ 1
Tail : q 2 0;1ð Þ
k ¼ 1

Randomly over-sampling the tail
classes and maintaining the instance
balanced sampling to head classes.

Random Under-
sampling [69]

Head : q 2 0;1ð Þ
Tail : q ¼ 1;
k ¼ 1

Randomly under-sampling the head
classes and maintaining the instance
balanced sampling to tail classes.

Class-balanced
Sampling [40]

q ¼ 0; k ¼ 1=nj Each class has the same probability of
1/C.

Square-root
Sampling
[62,69]

q ¼ 0:5; k ¼ 1 Relatively balanced than the long-
tailed distribution.

Progressively
Balanced
Sampling
[13,6]

q ¼ 1 to q ¼ 0;
k ¼ 1 to
k ¼ 1=nj

Changes the sampling probability
gradually from instance balanced to
class balanced sampling method.
pI
j ¼

knq
jXC

i¼1
nq
i

; ð5Þ

where the value of q is equal to 1 for head classes while for tail
classes, q 2 0;1ð Þ. The hyperparameter k ¼ 1. This method
repeats the instance without adding new knowledge in training
models and maintains the amount of data compared with the
instance balanced sampling strategy. The over-sampling method
is likely to cause over-fitting to the classic machine learning
models, but when training deep convolutional networks, exper-
iments show that the classifier could learn the decision bound-
ary well without over-fitting [4].
� Random Under-sampling: In contrast with the random over-
sampling method, the random under-sampling method
removes the instances unselected from data-rich categories to
even the mini-batch distribution. In Eq. 5, q 2 0;1ð Þ for head
classes and q ¼ 1 for tail classes. The hyperparameter k ¼ 1. A
straightforward detriment is discarding a fraction of training
data, which might leave out key features and cause relatively
poor feature representation.
� Class-balanced Sampling: Without focusing on the head or tail
class frequencies, class-balanced sampling treats each class
equally with the same probability to be chosen. The probability
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of sampling an instance from class j; pCB
J is equal to 1=C, that is in

Eq. 5, q ¼ 0; k ¼ 1=nj. The sampling could be separated into two
stages, where the first stage is to sample a class with uniform
probability, and the second is to randomly select an instance
from that class [40]. In that strategy, the under-sampling and
the over-sampling might co-exist.
� Square-root Sampling: The high imbalance of long-tailed dis-
tribution results in the low performance in the minorities.
Experiments show that the lower imbalanced ratio is beneficial
to the final performance when the training number of instances
is fixed [4]. Therefore, the square-root sampling method is pro-
posed to alleviate the imbalanced ratio where the q ¼ 1=2; k ¼ 1
in Eq. 5 [62,68].
� Progressively Balanced Sampling: Despite the consistent re-
sampling methods during the training process, the progres-
sively balanced (PB) sampling method [13] and deferred re-
sampling [6] change the sampling probability gradually from
instance balanced (IB) to class balanced (CB) strategy, where
the probability adjusts in every epoch. It could be illustrated
as Eq. 6, where t is the current training epoch, and T is the total
training epoch.
pPB
j tð Þ ¼ 1� t

T

� �
pIB
j þ

t
T
pCB
j ð6Þ

The purpose of this strategy is to transfer the knowledge and get
a re-balanced network gradually. Experiments show that this is
beneficial in overall performance, especially for the tail classes
[13]. Different values of q in Eq. 5 with brief re-sampling descrip-
tions are concluded in Table 2.

Apart from manually designing sampling rules, there are also
methods to automatically learn a sampling strategy. Peng et al.
[74] proposed a trainable undersampling method for imbalance
classification. They parameterized the data sampler and used rein-
forcement learning for optimization. Ren et al. [78] used meta
learning to find an optimal sampling rate for each class.

In summary, the re-sampling methods mainly focus on adjust-
ing the sampling probability. The basic rule of hand-crafted re-
sampling methods is to assign larger probabilities for the minority
classes. The automatic re-sampling methods, on the other hand,
resort to techniques such as meta-learning or reinforcement learn-
ing for optimization. The common practice of them is to parame-
terize the sampling process such that the sampling strategy can
be optimized. Re-sampling methods are generally beneficial for
the long-tailed performance, especially in the extreme imbalanced
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cases (e.g., minority classes only have less than 10 samples). How-
ever, since the tail class instances are frequently oversampled, the
models are at the risk of overfitting tail classes.

4.1.3. Cost-sensitive loss
Loss controls the optimisation direction of the parameters

throughout the training phase. The most prevalent mechanism in
the training process, the cross-entropy (CE) loss and the SGD opti-
misation method, treat each instance identically, resulting in the
overlook of the tail classes. The CE loss is represented by Eq. 7,
given the prediction outputs z ¼ z1; z2; . . . ; zC½ �>,

LCE ¼ � log
ezcXC

i¼1
ezi

: ð7Þ

The objective of the cost-sensitive loss is to improve overall per-
formance, particularly the accuracy of tail classes in long-tailed
visual tasks, by implementing better punishment strategies, such
as adding weight and enlarging tail class margins in loss functions.

For imbalanced datasets, assigning weights by inverse or
square-root inverse of the class frequencies [34,62,68,109] are gen-
erally adopted. Focusing on large-scale, highly imbalanced data,
these strategies cannot yield satisfactory results. Cui et al. [12] con-
sidered the effective number of samples to address the information
overlap in data. Then, class-balanced term is adopted to smooth
the balanced strategy which could be represented by
1� bð Þ= 1� bncð Þ where the b is a hyperparameter. This term is
applicable to other loss functions.

Following this idea, Jamal et al. [37] improved the re-weighting
method by introducing a conditional weight learned from a meta-
learning framework. This method is intuitive while time-
consuming compared to other tricks.

To avoid the discouraging gradient from majority classes, the
softmax equalization loss (SEQL) [93] introduced class frequencies
with abandon function in softmax loss to disregard a proportion of
discouraging gradient as

~pi ¼
eziXC

k¼1
~wkezk

; ð8Þ

and ~wk is calculated by

~wk ¼ 1� b̂Tk
nkXC

j¼1
nj

0BBBB@
1CCCCA 1� ykð Þ; ð9Þ

where nk=
PC

j¼1nj is the frequency of class k and b̂ is a random vari-
able with the probability c and 1� c to be 0 and 1. Tk is a threshold
function with threshold k.

Seesaw loss [104] combines the class frequencies and the logits
to generate a balanced loss shown as

Lseesaw zð Þ ¼ �PC
i¼1

yi log r
^

i

� �
with r

^

i ¼ eziXC
j–i

Sije
zjþezi

; ð10Þ

Sij ¼ Mij � Cij; ð11Þ

Mij ¼
1; if Ni 6 Nj

Nj

Ni

� �p
; if Ni > Nj

8<: ; ð12Þ
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Cij ¼
1; if rj 6 ri

rj

ri

� �q
; if rj > ri

8<: : ð13Þ

The Mij and Cij represent the mitigation factor and the compen-
sation factor. The former alleviates the tail class penalty according
to the class frequency ratio of the tail class i and the head class j.
The compensation factor enlarges the penalty based on the mis-
match of class i. q and ri are the hyper-parameter and the pre-
dicted probability of class i.

Without considering the class frequency directly, focal loss [51]
noticed the relationship between the tail classes and the prediction
difficulties and introduced a modulating factor corresponding to
the instance difficulties (logits values) to cross-entropy loss. It is
defined as:

LFocal ¼ � 1� ptð Þc log ptð Þ; ð14Þ
where the pt is the probability of class t defined as:

pt ¼
pt ; t ¼ c

1� pt ; t – c

�
: ð15Þ

The hyperparameter c controls the sample importance.
Similarly, taking uncertainty into consideration, DRO-LT [85]

was proposed based on robustness theory. It pushes and pulls
the estimation error towards a worst-case possible distribution,
resulting in larger uncertainty areas for tail classes compared with
the data-rich categories. It is denoted as

L ¼ kLCE þ 1� kð ÞLRobust; ð16Þ
where

LRobust ¼ �
X
c2C

w cð Þ
X
z2Dc

log
e�d blc ;z
	 


�2ecX
z0
e�d blc ;z0
	 


�2ecd z0 ;cð Þ
: ð17Þ

l̂c represents the empirical centroid of class c; d z; cð Þ ¼ 1 if z is of

the class c and 0 otherwise. ec ¼ rc

ffiffiffi
2
p

�c where r is the radius of
the uncertainty set Uc and ec is the variance of the distribution for
a sample in class c. The uncertainty set could be written as

Uc :¼ qjDKL qkcpc

	 

6 �c

� �
, where DKL qkcpc

	 
 ¼ 1
2r2 d lq;lbpc� �2

. d is

the Euclidean distance.
Cao et al. [6] focused on the margin of tail classes and proposed

a label-distribution-aware margin loss (LDAM) enlarging the mar-
gin of the minority classes. By adding a parameter related to the
class frequencies in vanilla cross-entropy loss, the tail classes
attempt to have larger margins to other classes, which helps the
model adapts to the evenly distributed test set. The LDAM loss is
represented by:

LLDAM ¼ � log ezc�Dc

ezc�Dcþ
X
j–c

e
zj
;

where Dj ¼ K
n1=4
j

for j 2 1; . . . ;Cf g;
ð18Þ

and K is a constant to be defined.
The progressive margin loss was introduced for the age estima-

tion task by merging an ordinal margin learning and a variational
margin learning [17]. Class centre, intra-class variance, and inter-
class variance are the three variables used to determine these mar-
gins. To evaluate the distribution similarity, the loss is trained
using the Kullback Leibler (KL) divergence. In comparison to
state-of-the-art approaches, it achieved compelling performance
in the age estimation task.

Focusing on disentangling the source label distribution from the
model prediction, Hong et al. [33] proposed post-compensated
softmax (PC Softmax) and label distribution disentangling loss
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(LADE). The former directly disentangling the source label distribu-
tion from the model prediction in training while the latter is based
on the optimal bound of Donsker-Varadhan representation. The
disentangling losses are useful tools in long-tailed visual recogni-
tion and also effective in terms of confidence calibration.

Cui et al. [11] explored the effective supervised contrastive loss
for the image representation learning phase and proposed para-
metric contrastive learning (PaCo). The basic idea of the contrastive
learning is to pull the instances in the same category together and
push the instances in different classes apart. Instead, they intro-
duced a set of learnable category centers and balanced PaCo loss
to pull the samples together with centers and benefit hard example
learning. The PaCo loss can be presented as

Li ¼
X

zþ2p ið Þ[ lyf g
�w zþð Þ log exp zþ � T xið Þð ÞX

zk2A ið Þ[U
exp zk � T xið Þð Þ ; ð19Þ

where p ið Þ ¼ zk 2 A ið Þ : yk ¼ yif g;A ið Þ ¼ zk 2 queue [Zv1 [ Zv2gnf
zk 2 Zv1 : k ¼ if g:: Zv1 and Zv2 are outputs from query and key net-
works, ly is the learnable center of class y,

w zþð Þ ¼
a; zþ 2 P ið Þ
1:0; zþ 2 U

�
; ð20Þ

a is a hyper-parameter in 0;1ð Þ. In the paper, it is set to 0.05.

z � T xið Þ ¼
z � G xið Þ; z 2 A ið Þ
z �F xið Þ; z 2 U;

�
ð21Þ

where U is the center set, the transform G and F are two-layer MLP
and identity mapping F ¼ x relatively. The model is trained using
PaCo loss for 400 epochs to get better results, since contrastive
learning has a higher computational cost compared to CE related
losses.

Similarly, inspired by contrastive loss, Zhang et al. [127] pre-
sented range loss increasing inter-class distance and shrinking
the intra-class distance formulated as LR ¼ aLRintra þ bLRinter , where

LRintra ¼
X
i# I

LiRintra ¼
X
i# I

kXk
j¼1

1
Dj

; ð22Þ

LRinter ¼max M � DCenter; 0ð Þ
¼max M � �xQ � �xRk k22;0

� �
:

ð23Þ

Dj is the largest distance among the features in one class, �x is the
class center, Q and R are two nearest classes among the
mini-batch and M is a hyper-parameter representing the max
optimization margin. Consequently, the range loss compresses the
intra-class feature space and enlarges the intra-class distance by
maximizing the center distances.

In the multi-label task with more than one ground-truth label,
the traditional loss is binary cross-entropy (BCE) [115] as

LBCE zð Þ ¼ � 1
N

XN
i¼1

yi � log zið Þ þ 1� yið Þ � log 1� zið Þ: ð24Þ

To counter the challenges in multi-label classification, arisen by
the co-occurrence of labels and the dominating effect caused by
negative labels, the distribution-balanced loss is proposed and is
given as:

LDB z; yð Þ ¼ 1
C

PC
i¼0

r
^

i yi log 1þ e� zi�mið Þ	 
�
þ 1

k 1� yið Þ log 1þ ek zi�mið Þ	 

;

ð25Þ

where k;v i and r̂i are scale factor, class-aware bias and re-weighting
factor. It combines two strategieswhich are re-balancedweights and
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negative tolerant regularization. The first strategy helps to balance
category sampling probability based on the multi-label scenario as
given in Eq. 26 indicating a smooth function based on ri, where the
weight ri is shownby Eq. 27. b andl are hyperparameters controlling
the shape of themapping function. The pC

i and pI are class level prob-
ability and instance-level probability shown as Eq. 28.

r̂i ¼ aþ 1
1þ exp �b� ri � lð Þð Þ ; ð26Þ

ri ¼ pC
i xð Þ
pI xð Þ ; ð27Þ

pC
i xð Þ ¼ 1

C
1
ni
;pI xð Þ ¼ 1

C

X
yi¼1

1
ni
: ð28Þ

In summary, cost-sensitive methods usually calibrate cross-
entropy loss bias by assigning different weights based on the class
frequencies, sample difficulty, distances to centroids or class mar-
gins. These methods are usually lightweight and can be easily
plugged into various frameworks or architectures. However, cost-
sensitive methods are limited in the extreme imbalanced case. In
this case, the tail class instances can hardly be seen during training
without integrating with other techniques such as re-sampling so
that the cost-sensitive loss becomes ineffective. For instance, the
LDAM [6] loss has to be combined with deferred re-sampling to
achieve better performance. Thus, investigations of cost-sensitive
methods that can be effectively incorporated with other tech-
niques are needed.

4.1.4. Multiple experts and transfer learning
The considerable difference between head classes and tail

classes contributes to the bias in feature learning and the classifier.
Therefore, many researchers have endeavored to transfer the
knowledge from data-rich categories to few-shot classes by distill-
ing from multiple experts or specially designed branches. Knowl-
edge learned from long-tailed datasets is divergent in different
sampling strategies, which is exploited by many methods to
improve the few-shot feature representation.

Probability threshold bagging (PT-bagging) [10] combines the
bagging ensemble and threshold-moving strategy based on decou-
pling the training of the encoder and the classifier separately. The
ensemble method means combining over-sampling and under-
sampling methods to sample the training data into m groups and
then learns a series of classifiers. When testing, the averages of
each class predictions are calculated from the m inference logits
with the input image. Then, the final logits are obtained by
p y ¼ kjxð Þ=p y ¼ kð Þ where the p y ¼ kð Þ could be estimated from

the class frequency ratio as nk=
PC

j¼1nj. This method is transferable
to many tasks including multi-class tasks. Besides, the moving-
threshold method can also be applied as a post-hoc strategy.

Similar to PT bagging that transfers knowledge among different
sampling methods, GistNet [54] combined the random sampling
loss and the class-balanced sampling loss with a given ratio. It
attempts to exploit the overfitting caused in head classes and
transfer the geometry from head to tail. This is profitable for the
few-shot generalization without class weight specification. Like-
wise, [26] designed a network with two branches separately
trained from uniform sampling method and re-balanced sampling
method. Then a binary-cross-entropy-based classification loss was
defined to learn the consistency between branches. During the test
phase, the cross-branch paths are ignored to get the average pre-
dictions from two subnets. This method is also applicable to the
multi-label visual recognition task.

Zhang et al. [124] introduced auxiliary learning, which combines
class-balanced sampling classifier h, instance balanced sampling



Y. Fu, L. Xiang, Y. Zahid et al. Neurocomputing 509 (2022) 290–309
classifier ha and self-supervised learning classifier hs [22]. The self-
supervised learning task applies random rotation to original images
and is trained to learn the rotation angle. In the training process, the
classifiers are solely optimized by each different learning strategy,
but the features are trained using the combination of different clas-
sifier losses. The final loss is LFinal ¼ k1LCBS þ k2LRRS þ k3LSS. k1; k2 and
k3 are three hyperparameters. The feature extractor and the class-
balanced classifier are retrained for prediction.

Zhou et al. [132] discovered that re-balancing strategies
(re-sampling and re-weighting) effectively improve the perfor-
mance in the evenly distributed test set, while the drawback is
the impairment to the feature generalization. Therefore, BBN is
proposed to take care of the representation learning and the
classifier simultaneously. The architecture is constructed by two
branches trained by different sampling strategies: instance sam-
pling strategy and reversed sampling method, which shares three
residual blocks (trained by ResNet or ResNeXt Networks). At the
junction of both sampling method models, an ”Adaptor” parameter
is enabled to automatically balance the output by both methodolo-
gies and produce a tail-distribution adapted learner. In the CIFAR-
10-LT dataset, the proposed parabolic decay has the lowest error
rate when compared to other adaptive strategies. In the inference
phase, the adaptor is fixed to 0.5 to treat each branch equally.

To further explore the multi-stage training scheme, [50] pro-
posed SSD method that combined the self-supervised learning
and the multi-stage training with different sampling methods.
Self-supervised loss is introduced to provide less biased sorted
labels for the following stages. Specifically, there are three steps
for SSD, which are feature learning stage guided by self-
supervision, soft labels generation by tuning classifier and joint
training with self-distillation.

The high imbalance ratio in long-tailed visual tasks might be the
main cause of poor tail class performance. Therefore, Xiang et al.
[118] proposed the Learning From Multiple Experts (LFME) that
attempted to alleviate the imbalance level by dividing the
cardinality-sorted training set into parts, where
D ¼ S0; S1; . . . ; SL; S is the cardinality-adjacent subset separated by
L� 1 thresholds. Then, each group is trained in an expert model.
There is a higher accuracy when comparing the expert and the
model trained from the whole dataset in the corresponding group.
Next, a scheme of learning a student model from multiple experts
is proposed. It is constructed with two elements, self-paced expert
selection and curriculum instance selection. In the former, the
assigned weights are determined by looking at the accuracy differ-
ence between the student model and the experts, and the latter
learns the instances from easy to hard based on the prediction
probabilities. The training loss for the student model is

L ¼
XN
i¼1
vk
i LCE xi; yið Þ þ

XL
l¼1

XN
i¼1

wlLKDl
M;MExp; xi
	 


; ð29Þ

where LCE and LKD are cross entropy loss and knowledge distillation
loss. M and MExp are student model and expert models accordingly.

wl ¼
1:0 if AccM 6 aAccEl
AccEl�AccM
AccEl 1�að Þ if AccM > aAccEl

8<: ; ð30Þ

where AccM and AccEl are the accuracy of student model and expert
models, a is the expert weight scheduling threshold.

vk
i ¼ 1� v 1ð Þ

i

� � e
E
þ v 1ð Þ

i ;v 1ð Þ
i ¼ pi

NSmin

NSl

: ð31Þ

vk
i will gradually grow from v 1ð Þ

i to 1. e and E are the current epoch
and the total epoch number. NSmin

and NSl are minimum cardinality
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and class l cardinality in subset S. It proved that an ensemble of
models could increase the performance of a single model.

Unlike LFME that distills knowledge from shot-based teacher
models, class-balanced distillation (CBD) [36] trains teacher mod-
els with different data augmentations. Specifically, the standard
model and data augmentation models are presented, which are
trained by random crop and flip as well as color jitter and Gaussian
noise. Moreover, they started by using different initial random
seeds to affect initialization and the order of classes in the training
process. In the distilling stage, the student model is encouraged to
heed the feature extraction from the teacher models. The results
show that feature level distillation works better than classifier
and hybrid distillation strategies. And learning from four teacher
models with equal or similar numbers of vanilla models and data
augmentation models can get improved results.

Model bias is an inherent problem in long-tailed vision tasks.
Routing Diverse Experts (RIDE) [107] method was proposed to
integrate diverse expert models with different feature distributions
by expert assigning models. It is trained in two stages. Firstly, k
expert models that share top weights (two residual blocks taking
ResNet as an example) are trained through the proposed
distribution-aware diversity loss and classify loss. The classified
loss could be LDAM loss, focal loss or other effective losses. The
total loss is

LiTotal ¼ LiClassify /i xð Þ; y
� �

� k
n�1
Xn
j–i

DKL /i x;~T
� �

;/j x;~T
� �� �

;
ð32Þ

where DKL is the KL divergence loss that encourages diversity in

minorities, ~T is the temperature vector assigning each instance a
single temperature T, which calculated as

Ti ¼ gwi þ g 1�max Wð Þð Þ;

W ¼ w1; . . . ;wCf g ¼ c � C � niXC
k¼1

nk

þ 1� cð Þ

8>>>><>>>>:

9>>>>=>>>>;

C

i¼1

:
ð33Þ

Then, the expert assigning models are trained with fixed expert
weights and routing loss:

LRouting ¼ �xpy log 1
1þe�yea
� �

�xn 1� yð Þ log 1� 1
1þe�yea

� �
;

ð34Þ

where yea ¼W2 li � r W1xið Þð Þ. The � is concatenation, r �ð Þ is the
RELU function, li and xi are top k logits and feature in expert i. In
the training process, if the current expert gets the wrong prediction
while the following expert makes a correct prediction, y is set to 1.
In other cases, it is set to 0. In this way, the routing models are
encouraged to assign hard samples to other experts with different
feature distributions. The experiments show that increasing the
number of experts (from 1 to 8) could improve overall accuracy,
particularly for the tail classes.

Wang et al. [105] tackled the high memory cost in training large
datasets such as iNaturalist and presented standard supervised
contrastive (SC) loss and prototype supervised contrastive (PSC)
strategies to address long-tailed problems. The prototype could
be treated as centers of individual classes when compared with
PaCo. However, in the training process, Wang et al. [105] adopted
two branches for feature learning and classifier learning. The losses
are contrastive loss and CE loss respectively with an adaptive rate
a. The linear decayed weighting factor a controls the weights
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between the two losses and gradually transfers the attention from
feature learning to classifier learning.

In summary, multiple experts and transfer learning methods
focus on exploiting the external or ensemble knowledge to
enhance the model performance. The key insight is that models
with different training configurations (e.g., with different sampling
techniques, or on different subsets) could be made complementary
to each other, thus improving the overall performance. However,
the drawback of these methods is also obvious. They usually
require large computational costs with complicated architectures
or training procedures.

In this section, methods in the training stage are revisited
including data augmentation, re-sampling methods, cost-
sensitive loss as well as multiple experts and transfer learning.
They cover the whole training process from data preparation, sam-
pling strategy, model structure, loss function and training process,
which are the mainstream approaches in the long-tailed recogni-
tion problem.

4.2. Fine-tuning stage

Methods in fine-tuning stage [39,40,57] first train feature repre-
sentation in conventional strategy including uniform re-sampling
method and CE loss and then fine-tune the classifier with different
strategies.

Kang et al. [40] proposed an simple yet surprisingly effective
method where the representation learning and the classifier train-
ing are decoupled. They observed that the representation learning
network (feature learning network) is more generalizable when
utilizing the randomly sampling method. Re-balancing, on the
other hand, hampers the representation generalization. Then they
proposed to train the whole network with randomly sampling in
the first stage, and fine-tune the classifier with balanced sampling
while keeping the representation network fixed. Experiments
show that this simple method improves the proficiency of tail
classes significantly and achieves promising results on several
benchmark datasets.

Moreover, Zhang et al. [126] argued that there is still room
for improvement between the decoupled training and the upper
bound of the classifier. They first jointly train backbone models
in the ImageNet-LT dataset and fine-tune the classifier in the
original balanced ImageNet dataset. The result shows that there
are still gaps between the long-tailed re-trained classifier and
the original balanced re-trained classifier. Then they proposed
DisAlign which first introduced an adaptive calibration function
and then the confidence-aware distribution alignment employs a
generalized re-weighting scheme for balanced class distribution.
In the first stage, the adaptive calibration function is

ẑj ¼ r xð Þ � sj þ 1� r xð Þð Þ � zj; ð35Þ

where the confidence score function is r,

sj ¼ aj � zj þ bj; 8j 2 C; ð36Þ
where aj and bj are learnable parameters of class j. The confidence
score function r xð Þ ¼ g v>xð Þ combines a linear layer and an activa-
tion function. In the second fine-tuning stage, the loss is designed
bringing in a re-weighting factor

wc ¼ 1=ncð ÞqXC
k¼1

1=rkð Þq
; 8c 2 C; ð37Þ

where q is a hyper-parameter determining the encoding class prior.
The total loss is
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L ¼ EDtr KL pr yjxð Þkpm yjxð Þð Þ½ �

	 � 1
N

XN
i¼1

X
y2C

pr yjxið Þ log pm yjxið Þð Þ
" #

þ C;
ð38Þ

which aims at minimizing the KL divergence between reference dis-
tribution pr y ¼ cjxið Þ ¼ wc � dc yið Þ;8c 2 C and logits distribution pm.
dc yið Þ is equal to 1 when yi ¼ c while, in other cases, it equals to
0. DisAlign calibrates the logits distribution effectively by
confidence-aware adapted distribution alignment.

When considering the over-fitting of head classes in long-tailed
recognition, [73] derived a formula that could measure the com-
plexity and biased decision boundary that each sample caused
and proposed influence-balanced training (IB). The key insight is
down-weighting the highly influential samples could smooth the
decision boundary, and meanwhile, alleviate the over-fitting of
majority classes. It combines two stages, which are normal training
by random sampling method and CE loss, and fine-tuning for influ-
ence balancing. The loss in the second stage is shown as

LIB ¼
X
x;yð Þ2D

kk
L y; d zð Þð Þ

kd zð Þ � yk1 � kxk1
; ð39Þ

where L y; d zð Þð Þ ¼ �PC
j¼0yj log d zj

	 

. This method attempts to allevi-

ate over-fitting by down-weighting the influential samples.
In summary, methods in the fine-tuning stage follow a two-

stage strategy that learns features with uniform sampling strategy
and then fine-tunes classifier with different loss or sampling meth-
ods. The key insight of these methods comes from the empirical
observation that random sampling from all training data yields
the most generalizable feature representation compared with
other sampling strategies. They usually yield competitive results.
However, they also require a two-stage training procedure and
cannot be easily combined with other techniques.
4.3. Inference stage

During inference, many strategies directly calibrate the logits
distribution by introducing hyper-parameters to balance weights
or removing bad effects in the biased learning process
[40,66,95,96,126].

An observation is that the classifier weight correlates with the
decision boundary, where the majority classes have larger weights
and larger margins while the minorities are in the opposite situa-
tion. This observation provides a simple idea that controls the mar-
gins of the few-shot categories by weight normalization. For
instance, WVN algorithm in [42] carry out in two steps. The first
is training with cross-entropy loss, instance balanced sampling
strategy and classifier weight vectors normalization by
8i;wi  wi

jwij jj. The other is re-scaling the weights in the inference

stage as 8i;wi  n1
ni

� �c
wi. n1 is the highest class frequency, ni is

the frequency of subset Di and c is a hyperparameter in the range
0;1ð Þ.

Similarly, Kang et al. [40] have an empirical observation that the
distribution of normalized logit weights in different categories is
correlated with the long-tailed distribution after jointly training
in instance-balanced sampling. Therefore, a straightforward idea
is to regularize the logit weights by a hyperparameter s. Such a
s-norm method balances the classifier weights W byfwi ¼ wi= wik ks, where the s controls the normalization tempera-
ture in each class i and k � k represents L2 normalization. To rectify
the weights smoothly, s 2 0;1ð Þ is used to avoid no-normalization
at s ¼ 0 and standard L2 normalization at s ¼ 1. The bias weight is
ignored during normalization for the negligible influence on final
results. The value of s could be chosen by cross-validation.
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Menon et al. [66] trained the backbone datasets in instance bal-
anced sampling method by Adam optimizer, the logits weights are
either anti-correlation or independent of the class frequencies,
which presented the limitation of s normalized classifier. To solve
this problem, inconsistency of the margin loss such as hinge loss,
the logit adjustment [66] was introduced. This adjusting method
is based on Bayes-optimal prediction which gives the best estima-
tion of label given the specific instance. Considering the multiclass
classification problem, the goal of the long-tailed visual recogni-
tion is to minimize the balanced error

BER fð Þ¼: 1
C

X
y2Y

pzjy y R argmaxy02yf y0 zð Þ
	 


: ð40Þ

y is the multiclass label. When f � 2 argminf :x!RCBER fð Þ, we get
[10,67]

argmaxy2Y f
�
y zð Þ ¼ argmaxy2Yp

bal yjzð Þ
¼ argmaxy2Yp zjyð Þ: ð41Þ

where the pbal is the balanced class probability. Then, for fixed
p zjyð Þ, the change of p yð Þ does not influence the optimal choice.
According to the Bayes theorem, pbal yjzð Þ / p yjzð Þ=p yð Þ, and sup-

pose p yjzð Þ / exp g�y zð Þ
� �

. Then, Eq. 41 becomes

argmaxy2Yp
bal yjzð Þ ¼ argmaxy2Y exp g�y zð Þ

� �
=p yð Þ

¼ argmaxy2Yg
�
y zð Þ � ln p yð Þ

ð42Þ

Based on Eq. 42, the post hoc logit adjustment is

argmaxy2 C½ � exp w>y U zð Þ
� �

=ps
y

¼ argmaxy2 C½ �f y zð Þ � s � logpy;
ð43Þ

where the p 2 Dy is the estimate of class prior probability. In the
long-tailed problem, the class prior probabilities could be the class
frequencies in training data. The hyperparameter s > 0. The perfor-
mance in long-tailed datasets is slightly better than s-norm
classifier.

After investigating the related long-tailed paradox, a critical
question is not settled: why these algorithms are practical to
improve the overall or tail class performance. No fundamental the-
ories are provided in these algorithms, including the simple but
effective two-stage methods such as s normalization and logits
adjustment methods. Inspired by this, Tang et al. [95] attempted
to tackle this issue from the perspective of causal inference. They
investigated the bias in the training process from imbalanced
training data, where the momentum effectM is influential and pro-
posed the total direct effect inference (TDE) method.

The momentum optimization strategy implemented in Pytorch
is described as:

v t ¼ l � v t�1|fflfflfflffl{zfflfflfflffl}momentum þ gt; ht ¼ ht�1 � lr � v t ; ð44Þ

where the notations in the tth iteration are: model parameters ht ,
gradient gt , velocity v t , momentum decay ratio l, and learning rate
lr. The momentum accumulates the past gradients and determines
the optimization direction. However, in long-tailed visual problems,
the accumulated former directions increase the bias to head cate-
gories and worsen the test accuracy, especially the minorities. The
TDE is described as

argmax
i2C

TDE Yið Þ ¼ Yd ¼ ijdo Z ¼ zð Þ½ �

� Yd ¼ ijdo Z ¼ z0ð Þ½ �;
ð45Þ

where z0 is a null input (0 in this paper) and the do-operator is the
causal intervention that results in M#Z in the causal graph, which
removes the bad effects. In the implementing stage, the method
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firstly calculates the head direction in the training process and
removes the bad effect without fine-tuning. The final TDE method is

TDE Yið Þ ¼ s
K

PK
k¼1

wk
ið Þ>zk

jwk
ij jjþcð Þ jzkj jj � a �

cos zk ;d
^
k

� �
� wk

ið Þ>d
^
k

jwk
ij jjþc

0@ 1A ð46Þ

where d̂k is the head direction of group k; s is a positive scaling fac-
tor and c is a hyper-parameter controlling the normalization level.

In summary, the aforementioned inference stage methods share
a similar two-stage training strategy adopted in fine-tuning stage
methods. The difference is that the fine-tuning stage methods cali-
brate the bias via fine-tuning whereas the inference stage methods
calibrate during inference. The inference stage methods are gener-
ally simple and easy to implement while also yielding competitive
results. One possible drawback is the lack of flexibility at the infer-
ence stage.

5. Experiments and comparisons

In the preceding section, three types of methods for tackling
long-tailed recognition issues are revisited. To get a clearer idea
of how well the algorithms work, we compare the top-1 accuracy
on three benchmarks: CIFAR-LT, ImageNet-LT, and iNaturalist
(See 5.1). To evaluate the method’s performance and adapt to var-
ious conditions, we generate long-tailed, step, linear test distribu-
tions (See 5.2). Finally, to get more comprehensive results, we
introduce per-class accuracy, multi-label ROC AUC, and ECE evalu-
ation measures as assessments in three types of distributions
(Long-tailed, Linear and Step) (See 5.3). Two NVIDIA Tesla V100
GPU cards are used in this study.

5.1. Top-1 accuracy in balanced test set

We follow the prevalent setting where a balanced test distribu-
tion is used. In this section, methods are evaluated on three popu-
lar benchmarks CIFAR-LT, ImageNet-LT and iNaturalist (See 3.1)
with top-1 accuracy (See 3.2). We choose ResNet-32, ResNeXt-50
and ResNet-50 (See 2.2) in experiments. The baseline models are
trained with vanilla ResNet/ResNeXt models, random sampling
method and SGD optimization strategy. The results are shown in
Table 3, Table 5 and Table 6. For a fair comparison, most of the
results are obtained from the corresponding papers. However,
the training parameters such as learning rate and training epochs
are not restricted because of different training strategies among
methods. For example, the multiple experts and transfer learning
methods generally require higher computational costs than other
tricks. Results with y are re-implemented by our frameworks
trained in batch size 128, SGD optimization method with initial
learning rate 0.2, momentum 0.9 and weight decay 5� 10�4 for
90 epochs. We set the scheduler epoch for 30 with c ¼ 0:1. The
input images are of size 224� 224 with random crop and flip.

The evaluation results illustrate that traditional methods intro-
duced from the imbalanced problem, including re-sampling meth-
ods and basic cost-sensitive loss, have less prominent performance.
However, in the category of multiple experts and transfer learning,
cost-sensitive loss and fine-tuning stage, methods have relatively
better results. Specifically, BALMS, PaCo and CBD-ens are state-
of-the-art methods in CIFAR-10/100 im100, ImageNet-LT and iNat-
uralist benchmarks. MiSLAS and DRO-LT get the best results in
CIFAR-10 and CIFAR-100 datasets with the imbalance rate of 50.

5.2. Comparison in uneven test distributions

Current methods are mainly evaluated on the balanced test set.
However, in real scenarios, the prior distribution of categories is
unknown. Naturally, test distribution may also exhibit long-tailed



Table 3
Top-1 accuracy evaluated in CIFAR-LT dataset with ResNet-32.

CIFAR-LT 10 CIFAR-LT 100

Methods im100 im50 im100 im50

Baseline 69.8 75.2 38.3 42.1
CS loss [38] 70.9 76.3 29.1 36.2
CB Re-sampling [40] 69.6 76.0 32.7 38.5
SR Re-sampling [62,69] 68.6 75.2 35.5 40.2
Mixup [123] 73.1 77.8 39.6 45.0
Focal loss [51] 70.4 75.3 38.1 42.4
Manifold mixup [19] 73.0 78.0 38.3 43.1
PG Re-sampling [6,13] 67.1 75.0 38.6 42.9
CB-Focal [12] 74.6 79.3 39.6 45.2
CB loss [12] 74.7 79.3 39.6 45.3
Adaptive [6] 73.4 – 39.6 –
s-norm(s ¼ 1) [40] 76.0 – 41.1 –
OLTR [60] – – 41.2 –
smDRAGON [84] 77.9 – 42.0 –
LDAM-DRW [6] 77.0 79.3 42.0 45.1
LA [66] 80.9 – 42.1 –
BBN [132] 79.8 82.2 42.6 47.0
ELF(LDAM)+DRW [19] 78.1 82.4 43.1 47.5
cRT [95] 82.0 – 43.3 –
EQL [92] – – 43.4 –
M2m [105] 79.1 – 43.5 –
LFME-LDAM [118] – – 43.8 –
CBA-LDAM [19] 80.0 82.2 44.1 49.2
De-confond TDE [95] 80.6 83.6 44.1 50.3
Hybrid-SC [105] 81.4 85.4 46.7 51.9
Remix-DRW [8] 79.8 – 46.8 –
MiSLAS [131] 82.1 85.7 47.0 52.3
LWS [40] 83.7 – – –
DRO-LT [85] – – 47.3 57.6
RIDE [107] – – 49.1 –
BALMS [78] 84.9 – 50.8 –

Table 4
Top-1 accuracy of ImageNet-LT dataset evaluated in different test distributions.

Test Set ID Params Baseline OLTR CB RS PG
[60] [40] [6,1

Even 1 – 44.36 38.37 45.07 47.
LT 2 a ¼ 0:1 54.11 42.25 52.29 53.

Rev ¼ 0
3 a ¼ 0:5 57.59 42.51 54.43 55.

Rev ¼ 0
4 a ¼ 1:0 61.00 44.89 56.90 58.

Rev ¼ 0
5 a ¼ 2:0 65.99 47.36 60.38 61.

Rev ¼ 0
6 a ¼ 0:1 33.30 33.04 36.45 39.

Rev ¼ 1
7 a ¼ 0:5 29.14 31.12 33.15 35.

Rev ¼ 1
8 a ¼ 1:0 25.64 28.74 29.85 33.

Rev ¼ 1
9 a ¼ 2:0 17.97 23.22 23.17 26.

Rev ¼ 1
Linear 10 Min ¼ 5 54.52 42.68 52.96 54.

Rev ¼ 0
11 Min ¼ 5 34.36 33.86 37.02 39.

Rev ¼ 1
Step 12 S ¼ 2 56.95 43.40 54.81 55.

Rev ¼ 0
Min ¼ 10

13 S ¼ 2 32.40 33.83 35.54 38.
Rev ¼ 1
Min ¼ 10

14 S ¼ 3 55.48 42.98 53.60 54.
Rev ¼ 0
Min ¼ 10

15 S ¼ 3 33.43 33.78 36.43 39.
Min ¼ 10
Rev ¼ 1
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distribution following Zipf’s law, while in extreme situations such
as in wildlife reserves for animal recognition, the distribution
might have a negative correlation with the long-tailed distribution.
To further explore the adaption abilities of aforementioned meth-
ods, 14 distributions of long-tailed distribution, step distribution
and linear distribution with various parameters are generated.
Specifically, power value a and the reverse flag Rev are considered
in a long-tailed setting. In step distribution, we take step number
S, minimum class number Cmin and the reverse flag Rev into consid-
eration, while in linear setting, the minimum class number Cmin

and the reverse flag Rev are the parameters. The test images in dif-
ferent distributions are generated based on the OLTR [60] with 50
test instances each class. The test distributions of Rev ¼ 0 are
shown as Fig. 14 and we can get the reverse distributions by
left–right flip.

To evaluate deep models performance, we select 15 methods
from previously reviewed algorithms in three categories. The
method selection from each category is based on the category pro-
portion of the overall methods and on the performance. The com-
paring methods are baseline, OLTR, class-balanced re-sampling (CB
RS), cRT, LWS, TDE, MiSLAS, RIDE(4 experts) and PaCo. We use the
pre-trained model provided by the paper, while for TDE, OLTR and
MiSLAS, we train models using the provided code and keep the
parameter unchanged. The evaluation results and trends are
shown in Table 4 and Fig. 10.

The results show that there is a relatively significant difference
among varied test distributions. The fifth test set (Long-tailed with
a ¼ 2:0 and Rev ¼ False) has the overall highest top-1 accuracy,
while the ninth test set is the lowest. Take PaCo as an example,
the difference between these two test sets is 48.03%. The accuracy
in reverse distributions is considerably lower than the opposite.
RS cRT LWS TDE MiSLAS RIDE PaCo
3] [40] [40] [95] [131] [107] [11]

16 49.62 49.92 50.48 53.49 56.88 58.31
85 55.38 54.86 55.35 59.23 61.85 62.26

63 57.05 56.12 56.63 60.62 63.74 63.98

50 59.48 58.61 58.94 63.66 66.20 66.14

87 62.55 60.50 61.35 66.16 68.67 67.43

22 43.14 44.60 45.14 47.00 50.72 52.82

97 40.62 41.76 42.49 44.53 48.28 49.77

13 37.80 39.41 40.46 41.79 45.73 47.22

40 32.27 34.22 35.68 36.37 40.47 42.18

20 55.42 54.93 55.59 59.19 62.42 63.12

92 44.05 44.97 45.49 47.58 51.53 53.64

93 56.75 55.75 56.57 60.57 63.17 64.05

67 42.86 44.22 44.69 46.39 50.84 52.62

94 55.83 55.29 56.11 60.26 62.71 63.68

58 43.46 44.52 44.92 46.91 50.75 53.20



Table 5
Top-1 accuracy evaluated in ImageNet-LT dataset with ResNeXt-50.

Methods Many Median Low Top-1

Baseline 65.9 37.5 7.7 44.4
Focal Loss [51] 64.3 37.1 8.2 43.7
CB Re-sampling [40] 61.8 40.1 15.5 45.1
SR Re-sampling [62,69] 64.3 41.2 17.0 46.8
PG Re-sampling [6,13] 61.9 43.2 19.4 47.2
NCM [40] 56.6 45.3 28.1 47.3
s-norm [40] 59.1 46.9 30.7 49.4
cRT [40] 61.8 46.2 27.4 49.6
LWS [40] 60.2 47.2 30.3 49.9
Seasaw Loss [104] 67.1 45.2 21.4 50.4
De-confound-TDE [95] 62.7 48.8 31.6 51.8
DisAlign [33] 62.7 52.1 31.4 53.4
PaCo [11] 67.5 56.9 36.7 58.2

Fig. 10. Top-1 accuracy of ImageNet-LT evaluated in varied test distributions. X-
axis is the test set index in Table 4 with different test set distributions and y-axis is
the top-1 accuracy.

Table 6
Top-1 accuracy evaluated in iNaturalist dataset with ResNet-50.

Methods Top-1 Methods Top-1

Baseliney 60.8 LWS [40] 69.5
CB-Focal [105] 61.1 BBN [132] 69.6
CB Re-samplingy[40] 62.0 DRO-LT [85] 69.7
NCM [40] 63.1 Hybrid-PSC [105] 70.4
OLTR [60] 63.9 Remix [8] 70.5
FSA [9] 65.9 DisAlign [33] 70.6
LA [66] 66.3 GistNet [54] 70.8
cRT [40] 67.6 MiSLAS [131] 71.6
LDAM [6] 68.0 RIDE [33] 72.6
smDRAGON [84] 69.1 PaCo [11] 73.2
s-norm [40] 69.3 CBD-ens [36] 73.6
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The accuracy of the long-tailed test distributions without reverse is
higher than the balanced test set. This performance difference
stems from the accuracy bias among head and tail classes, which
is proved by the performance gap between many-shot and low-
shot classes in Table 5.
5.3. Evaluation metrics robustness

Previous methods are commonly evaluated using top-1 accu-
racy for overall performance. However, it is sensitive to test distri-
butions. For example, facing the long-tailed distribution of test set
without reverse, the dominant head classes will render biased test
accuracy. Therefore, we introduce per-class accuracy (P-C A) as an
additional evaluation method to treat each class equally and avoid
bias. Two popular evaluation metrics, multi-class ROC AUC one-vs-
rest (AUC) and Expected Calibration Error (ECE) in percentage are
also adopted. The former evaluate algorithms by TPR and FPR over
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the threshold range 0;1½ �. The evaluation results are shown in
Table 7 and illustrated in Figs. 11–13.

The results show that PaCo performs the best in terms of per-
class accuracy and multi-class ROC AUC evaluation metrics. For
ECE (lower is better), RIDE has significantly lower values than
other algorithms, while OLTR gets the highest error. Besides, simi-
lar to top-1 accuracy, the reversed test distributions are lower than
the counterpart. When evaluated in Multi-class ROC AUC, RIDE has
relatively poor performance than other methods.

6. Challenges, outlook and conclusion

6.1. Challenges

While recent years have witnessed a significant progress on
long-tailed visual recognition, the research of this area is still in
its infancy and is largely challenged by multiple issues. The chal-
lenges include the overall performance, model and training com-
plexity, and the robustness to unknown test distributions, each
being elaborated below.

Firstly, the model performance still has a large room for
improvement. Current state-of-the-art methods achieved 58.3%
and 73.6% accuracy in ImageNet-LT and iNaturalist benchmarks,
and surpass the plain model by a large margin (over 10%). How-
ever, if we compare them with their counterparts on full ImageNet,
e.g. ResNet-50 yields 78.57% in Top-1 accuracy, there is still a huge
gap of over 20%. The performance on the full ImageNet can be
regarded as an upper bound performance, and an ideal long-
tailed recognition algorithm would approach the upper bound per-
formance under the less and long-tailed data. Therefore, a lot of
efforts are still needed to further improve the model performance.

Secondly, the improvement in prediction accuracy usually
comes at a cost of increasing model complexity. This would raise
the difficulty of deployment in real-world applications, especially
on embedded and mobile devices. Simple strategies, such as re-
sampling and cost-sensitive learning methods, have limited perfor-
mance gain, whereas complex methods, including transfer learning
and multi-stage methods, usually end up with superior perfor-
mance with an enormous computational cost. Hence, how to trade
off between a lightweight model and high performance, especially
in the context of practical applications, becomes one challenging
issue in the field.

Finally, the model robustness against different test set distribu-
tions has been under-explored. In real-world applications, test set
distribution is very much dependent on the specific task and usu-
ally varies significantly. However, most long-tailed recognition
methods are evaluated under the balanced test set assumption.
Whether the recent progress on the balanced test set also applies
to other testing distributions, remains an open question. In other
words, it is not very clear whether existing methods are really solv-
ing the long-tailed problem, or they just simply over-compensate
for the tail class to cater for the balanced test set.

6.2. Outlook

Having analyzed and evaluated the aforementioned methods,
we further discuss possible and potential future directions.

� More factors in data construction: Data is the foundation of
deep neural networks training. However, constructing a high-
quality dataset would require a large amount of human-
labeled data, which is expensive. One natural question would
be, how to evaluate the cost of collecting images and annotating
a dataset, especially in the context of long-tailed distribution.
For instance, collecting and annotating a head category, such



Table 7
Evaluation results of ImageNet-LT dataset with three evaluation methods.

Test set Params Eval Baseline OLTR CB RS PG RS cRT LWS TDE MiSLAS RIDE PaCo
[60] [40] [6,13] [40] [40] [95] [131] [107] [11]

Even – P-C A 44.36 38.37 45.07 47.16 49.62 49.92 50.48 53.49 56.88 58.31
ECE 10.20 17.73 10.49 10.75 10.93 12.36 11.71 12.05 3.62 11.29
AUC 98.80 97.89 98.42 98.66 98.84 98.97 98.82 99.02 97.07 99.28

LT a ¼ 0:1 P-C A 20.66 16.13 19.96 20.56 21.14 20.94 21.13 22.61 23.61 23.77
Rev ¼ 0 ECE 10.72 19.39 11.82 11.68 11.36 12.67 11.95 12.76 3.51 10.71

AUC 99.02 98.03 98.61 98.86 99.00 99.09 98.96 99.11 97.27 99.37
a ¼ 0:5 P-C A 16.50 12.18 15.59 15.94 16.34 16.08 16.22 17.37 18.26 18.33
Rev ¼ 0 ECE 10.74 18.98 12.12 11.41 11.07 12.23 11.62 12.80 3.54 10.76

AUC 98.94 97.91 98.44 98.77 98.90 99.05 98.89 99.04 97.44 99.32
a ¼ 1:0 P-C A 12.86 9.46 12.00 12.33 12.54 12.36 12.43 13.42 13.96 13.94
Rev ¼ 0 ECE 10.49 20.32 12.07 11.69 10.78 12.28 11.62 12.94 3.11 10.58

AUC 99.02 97.83 98.58 98.81 98.97 99.06 98.93 99.03 97.49 99.37
a ¼ 2:0 P-C A 8.58 6.16 7.85 8.04 8.13 7.86 7.97 8.60 8.93 8.76
Rev ¼ 0 ECE 10.14 20.78 12.18 11.46 10.80 12.03 12.17 13.17 3.14 9.95

AUC 99.05 97.89 98.53 98.76 98.95 98.92 98.80 98.90 97.40 99.29
a ¼ 0:1 P-C A 12.71 12.61 13.91 14.97 16.47 17.03 17.23 17.94 19.36 20.16
Rev ¼ 1 ECE 8.82 15.42 9.25 9.69 10.60 12.19 11.61 11.44 3.90 11.48

AUC 98.74 97.89 98.31 98.62 98.81 98.95 98.80 99.01 96.89 99.25
a ¼ 0:5 P-C A 8.35 8.91 9.50 10.31 11.64 11.96 12.17 12.76 13.83 14.26
Rev ¼ 1 ECE 8.02 14.84 8.34 9.13 10.33 11.72 11.43 11.49 3.99 11.31

AUC 98.63 97.80 98.23 98.52 98.72 98.89 98.71 98.93 96.54 99.23
a ¼ 1:0 P-C A 5.41 6.06 6.29 6.98 7.97 8.31 8.53 8.81 9.64 9.95
Rev ¼ 1 ECE 7.69 13.35 7.95 8.77 9.92 11.23 11.41 11.06 3.78 11.20

AUC 98.65 97.80 98.24 98.53 98.77 98.85 98.74 98.91 96.53 99.18
a ¼ 2:0 P-C A 2.34 3.02 3.01 3.43 4.19 4.45 4.64 4.73 5.26 5.48
Rev ¼ 1 ECE 6.15 10.81 6.66 7.42 9.66 10.39 10.51 10.21 3.76 11.42

AUC 98.35 97.71 97.99 98.26 98.51 98.72 98.65 98.84 96.26 99.10
Linear Min ¼ 5 P-C A 30.53 23.90 29.65 30.35 31.03 30.76 31.13 33.14 34.95 35.34

Rev ¼ 0 ECE 11.21 19.29 11.78 11.57 11.16 12.58 11.85 12.39 3.48 10.91
AUC 98.96 98.01 98.55 98.77 98.92 99.03 98.91 99.07 97.31 99.33

Min ¼ 5 P-C A 19.24 18.96 20.73 22.35 24.67 25.18 25.47 26.64 28.85 30.03
Rev ¼ 1 ECE 9.30 15.90 9.11 9.78 10.90 12.11 11.77 11.61 4.02 11.67

AUC 98.70 97.87 98.30 98.59 98.79 98.93 98.74 98.99 96.82 99.25
Step Min ¼ 10 S ¼ 2 P-C A 34.17 26.04 32.89 33.56 34.05 33.45 33.94 36.34 37.90 38.43

Rev ¼ 0 ECE 11.50 19.72 12.12 11.86 11.41 12.66 11.55 12.62 3.30 11.01
AUC 98.92 97.91 98.54 98.73 98.90 99.00 98.88 99.06 97.41 99.31

Min ¼ 10 S ¼ 2 P-C A 19.44 20.30 21.32 23.20 25.72 26.53 26.82 27.83 30.50 31.57
Rev ¼ 1 ECE 9.49 16.08 9.02 9.80 11.00 12.26 11.79 11.44 3.84 11.55

AUC 98.73 97.92 98.31 98.59 98.81 98.95 98.79 99.02 96.85 99.23
Min ¼ 10 S ¼ 3 P-C A 33.29 25.79 32.16 32.97 33.50 33.17 33.67 36.16 37.62 38.21

Rev ¼ 0 ECE 11.17 19.54 11.62 11.60 11.04 12.55 11.81 12.76 3.41 10.90
AUC 98.92 97.90 98.48 98.75 98.91 99.00 98.88 99.06 97.24 99.30

Min ¼ 10 S ¼ 3 P-C A 20.06 20.27 21.86 23.75 26.08 26.71 26.95 28.14 30.45 31.92
Rev ¼ 1 ECE 9.29 15.84 9.12 9.96 10.82 12.14 11.68 11.46 3.84 11.68

AUC 98.67 97.80 98.29 98.52 98.77 98.91 98.76 98.97 96.82 99.22

Fig. 11. Per-class accuracy of ImageNet-LT evaluated in varied test distributions. X-
axis is the test set index in Table 4 with different test set distributions and y-axis is
the per.-class accuracy.

Fig. 12. Multi-class ROC AUC results of ImageNet-LT evaluated in varied test
distributions. X-axis is the test set index in Table 4 with different test set
distributions and y-axis is the Multi-class ROC AUC value in percentage.
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as cat, is easy, while collecting and annotating a tail class, such
as armadillo, would be more time-consuming. However, collect-
ing cat images would bring only little benefit for the recognition
performance, while collecting more armadillo images could lar-
gely improve the recognition accuracy on armadillo. Thus, how
to make a trade-off between performance gain and dataset con-
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struction cost is crucial. In other words, how many training
samples are needed for each class before the performance gain
is saturated could be investigated. We believe that taking the
per-class data construction cost as well as the expected perfor-
mance gain into consideration will guide us to build a dataset
more efficiently.



Fig. 13. ECE result of ImageNet-LT evaluated in varied test distributions. X-axis is
the test set index in Table 4 with different test set distributions and y-axis is the ECE
value.

Fig. 14. Test distributions with Rev ¼ 0. The x-axis is the class index in probability
descending order and the y-axis is the probability of the selected instance number
against the original test image number.
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� More factors in long-tailed training: Apparently, a crucial step
of long-tailed training is to recognize where head classes are
and where tail classes are. Current long-tailed recognition
methods only count number of instances per class to determine
head/easy and tail/hard classes. However, there are certainly
more factors that could potentially indicate the difficulty of a
long-tailed recognition task. For instance, the intra-class diver-
sity. A class with diverse training samples is easier to be classi-
fied and is expected to have higher accuracy. Moreover, the
difficulty of the category itself also affects the performance.
Therefore, taking more factors into consideration may help bet-
ter determine head and tail classes.
Apart from the factors of each category itself, the inter-class
relationships could also be exploited. For instance, a minority
class Tortoise usually appears by the Stone or grass, both of
which are majority classes. Therefore, recognizing Stone and
grass could be helpful to identify Tortoise. That is, exploiting
such co-existing relationships as well as their semantic mean-
ings could aid in recognizing those classes with few examples.
In future, knowledge graphs and relevant techniques might be
a potential solution.
� More factors in long-tailed evaluation: As mentioned before,
most existing methods assume the testing set is balanced, and
use Top-1 accuracy as the evaluation metric. On the one hand,
the performance under arbitrary testing distribution could be
investigated. On the other hand, more metrics, rather than
Top-1 accuracy, could be considered. One may consider
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incorporating the per-class misclassification cost during evalu-
ation. In many applications, the costs of misclassifying different
classes are different, and the cost-aware evaluation protocol
might enable a fair evaluation.
� More training settings with long-tailed recognition. Most
existing long-tailed recognition methods are conducted in a
fully supervised setting. Although few attempts have been
made on semi-supervised or self-supervised learning for long-
tailed recognition, more settings and realistic scenarios could
be investigated. For instance, one could borrow a related auxil-
iary dataset and boost the long-tailed recognition performance.
One could also exploit the search engine and collect webly-
labeled data at low cost, and use those webly-supervised, or
weakly supervised data to improve the long-tailed recognition.
Moreover, since the long-tailed visual recognition problem
stems from the long-tailed distribution of natural concepts,
incorporating multiple modalities, such as text with semantic
concepts, could be helpful. Finally, active learning could be
incorporated so that tail class instances can be queried with
human-in-the-loop.

6.3. Conclusion

In this review, methods for solving the long-tailed visual recog-
nition problem have been discussed. These approaches are divided
into three categories, highlighting their respective contributions.
We described key algorithmic contributions of the typical tech-
niques and summarized their strengths and weaknesses. To better
understand different strategies, we validated the contributions of
more than ten strategies on various test distributions using diverse
assessment methods. Finally, we suggested several intellectual
challenges and potential ideas that need to be studied in the future.
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