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Cross-modality human behavior analysis has attracted much attention from both academia and industry. In

this article, we focus on the cross-modality image-text retrieval problem for human behavior analysis, which

can learn a common latent space for cross-modality data and thus benefit the understanding of human behav-

ior with data from different modalities. Existing state-of-the-art cross-modality image-text retrieval models

tend to be fine-grained region-word matching approaches, where they begin with measuring similarities for

each image region or text word followed by aggregating them to estimate the global image-text similarity.

However, it is observed that such fine-grained approaches often encounter the similarity bias problem, be-

cause they only consider matched text words for an image region or matched image regions for a text word for

similarity calculation, but they totally ignore unmatched words/regions, which might still be salient enough

to affect the global image-text similarity. In this article, we propose an Adaptive Confidence Matching Net-

work (ACMNet), which is also a fine-grained matching approach, to effectively deal with such a similarity

bias. Apart from calculating the local similarity for each region(/word) with its matched words(/regions),

ACMNet also introduces a confidence score for the local similarity by leveraging the global text(/image) in-

formation, which is expected to help measure the semantic relatedness of the region(/word) to the whole

text(/image). Moreover, ACMNet also incorporates the confidence scores together with the local similarities

in estimating the global image-text similarity. To verify the effectiveness of ACMNet, we conduct extensive

experiments and make comparisons with state-of-the-art methods on two benchmark datasets, i.e., Flickr30k

and MS COCO. Experimental results show that the proposed ACMNet can outperform the state-of-the-art
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methods by a clear margin, which well demonstrates the effectiveness of the proposed ACMNet in human

behavior analysis and the reasonableness of tackling the mentioned similarity bias issue.

CCS Concepts: • Information systems → Retrieval models and ranking; Multimedia information sys-

tems;

Additional Key Words and Phrases: Cross-modality retrieval, human behavior analysis, image-text retrieval,

adaptive confidence matching network
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1 INTRODUCTION

With the rapid development of the Internet, data acquired from different modalities, such as image
and text, are growing at an unprecedented speed, which leads to great challenges and demands
for human behavior analysis. Studying such multi-modality data can provide comprehensive un-
derstanding for human behavior. For example, when reporting a social event, various modalities
of data, like images, texts, and videos, are leveraged to describe the event or express people’s
opinions. In spite of the success of human behavior analysis on single modality, e.g., human ges-
ture recognition [22], video tracking [43, 58–60], image classification [11, 18], video retrieval [52],
there exist many fundamental problems to be solved for cross-modality human behavior analysis,
such as learning common representations of human behaviors based on data of different modal-
ities, cross-modality retrieval for retrieving semantically related data of a different modality, and
so on.

Our article focuses on the cross-modality retrieval problem mentioned above, particularly on
cross-modal image-text retrieval [26, 50, 55]. In cross-modal retrieval, given a query of a modal-
ity, instances of another modality is expected to be retrieved once they are semantically similar
to the query. Taking the cross-modality image-text retrieval as an example, given an image as a
query, we expect semantically related texts to be retrieved to describe the content in the image.
Likewise, given a text as a query, we hope that semantically related images are returned to convey
the meaning of the text. Such a cross-modality image-text retrieval can provide different aspects
of information from other modalities and thus can benefit the understanding of human behavior.

However, human behavior understanding via cross-modal image-text retrieval is rather chal-
lenging. It is difficult to capture the similarity between images and texts due to the heterogeneity
across modalities [17]. One common solution is to map images and texts into some common em-
bedding spaces, where similar image-text pairs are close while dissimilar ones are kept far away
from each other. Then, the similarity between a given image and a given text can be directly cal-
culated by the distance between their representations in the common spaces.

Early works on cross-modality image-text retrieval usually used the global features of images
and texts to estimate their global similarities for ranking. However, these global features usually
neglect details about the data, leading to unsatisfactory performance for cross-modality retrieval.
Recently, researchers have dedicated themselves to exploring fine-grained matching approaches,
in which the global image-text similarity generally arises from an aggregation of local similari-
ties between image regions and text words [19]. Karpathy and Fei-Fei [24] proposed to align each
region in an image with words of a given text in the common embedding space, and then aggre-
gate the region-word similarities into an image-text similarity with a common pooling method.
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Fig. 1. Illustrations of the similarity bias in both embedding space defined in Reference [31]. In example

(a), T1 is the ground-truth text of I1, whereas T2 is not. In example (b), I1 is the ground-truth image of T1,

whereas I2 is not. Numbers in parenthesis are similarity scores computed in respective embedding spaces.

Bi-directional green arrows mean the calculation of local similarities. Best viewed in color.

Lee et al. [31] further proposed a stack cross attention network (SCAN). Specifically, in SCAN,
given an image-text pair, the global similarity between them is measured by aggregating local
similarities in two separate embedding spaces, i.e., the image-grounded and the text-grounded
embedding spaces. In the image-grounded embedding space, local similarities are calculated
by measuring the similarity between each image region and its corresponding textual context
feature vector derived via the attention mechanism on all words of the text. Likewise, in the text-

embedding embedding space, local similarities are calculated by measuring the similarity be-
tween each word and its corresponding visual context feature vector derived via the attention
mechanism on all image regions. SCAN is quite effective, because it achieves the state-of-the-art
performance for cross-modality image-text retrieval.

Despite the state-of-the-art performance obtained by those fine-grained matching approaches
above, their region-word matching strategies carry out the same problem more or less, namely,
when calculating local similarities, each region only considers the related words in the text and
each word only considers related regions in the image, but those unmatched words/regions get
ignored. For example, for both embedding spaces in Reference [31], each region is encouraged
to match its related text words, and each word is encouraged to match its related image regions,
via the attention mechanism, and thus matched region-word would contribute most of the simi-
larities while unmatched words/regions would contribute none or little. However, in many cases,
such unmatched words/regions can be salient in the text/image to substantially change the cor-
responding semantics, and then affect the semantic similarity between the image and the text.
Failure to consider such unmatched but salient words/regions in similarity calculation can cause
a similarity bias when estimating the image-text semantic similarity. As illustrated in Figure 1(a),
both texts, i.e., “An older man holding a newborn baby” and “Man eats while holding a baby,”
can well describe the semantics of image I , i.e., “man,” “holding,” and “baby.” For the mentioned
fine-grained matching approaches like Reference [31], these shared semantics will be leveraged to
compute local similarities in the image-grounded embedding space, resulting in similar similarity
scores ofT1 andT2 with respect to I1. However,T2 is not very semantically related to I1 because of
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the additional semantics in it, i.e., the word “eats” highlighted in green in T2. Similarly, in exam-
ple (b), in the text-grounded embedding space, semantics of the text T1, i.e., “woman,” “standing,”
“kitchen,” and so on, appear in both images, i.e., I1 and I2, resulting in similar similarity scores of
I1 and I2 with respect to T1. However, clearly, I2 should not be as similar as I1 to the text T1 due to
the unrelated but salient semantics in it, i.e., the object “cake” in the green bounding box in I2.

To deal with the above similarity bias, we propose an Adaptive Confidence Matching Net-

work (ACMNet) for cross-modality image-text retrieval. We base our ACMNet on Reference [31],
as it is the state-of-the-art. It is intuitive that if there is less unmatched semantics between a re-
gion(/word) and the text(/image), the corresponding region(/word)-specific local similarity would
be more confident. However, representing such unmatched semantics in the latent embedding
space is challenging. Here, we propose to leverage the global image/text information to implicitly
involve the unmatched semantics information. And to tackle the similarity bias issue described
above, we adopt the gating mechanism to estimate the confidence score for each local similarity
adaptively, taking both unmatched and matched regions/words into consideration. Specifically,
like Reference [31], the proposed ACMNet would build both image-grounded and text-grounded
embedding spaces. And in the former, we use the global text feature as well as the feature of a
region to estimate the confidence score for the corresponding local similarity via a gate function,
which denotes “how much the region is related to the whole semantics of the text.” Likewise, in
the latter, we use the global image feature together with the feature of a word to estimate the
confidence score via another gate function, which denotes “how much the word is related to the
whole semantics of the image.” Then, we aggregate all local similarities with their corresponding
confidence scores into the global similarity. Each local similarity measures the semantic similar-
ity between a region(/word) with its matched words(/regions), and the corresponding confidence
score further measures the semantic relatedness between it with the whole text(/image), which is
expected to help tackle the mentioned similarity bias issue.

The contributions of our work are summarized as follows:

• We observe that the state-of-the-art fine-grained matching methods [24, 31] usually en-
counter a similarity bias issue, and thus propose an adaptive confidence matching network
(ACMNet) to tackle it for cross-modality image-text retrieval.

• Our ACMNet can assess the confidence of each local similarity adaptively and measure the
global similarity more consistently. As a result, only image-text pairs sharing full semantics
with each other would obtain higher global similarities.

• We verify the proposed adaptive confidence matching network (ACMNet) by extensive ex-
periments and analyses on benchmark datasets. Experimental results well demonstrate that
the proposed method can outperform other state-of-the-art approaches.

The rest of this article is structured as follows. Section 2 provides a comprehensive review of
related works on cross-modality image-text retrieval. Section 3 elaborates the architecture of the
proposed adaptive confidence matching network (ACMNet), including image/text representation
learning, adaptive confidence matching network grounded on both features, and loss function for
training. Experimental results and analyses are presented in Section 4, followed by conclusions in
Section 5.

2 RELATED WORK

Recently, there has been much interest in the task of image-text retrieval. Existing methods can
be classified into two categories [19]: (1) one-to-one matching and (2) many-to-many matching.

One-to-one matching. One-to-one matching methods usually associate global representations
of images and texts using structured objective [26, 49] or a canonical correlation objective [57].
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Frome et al. [15] used convolutional neural networks (CNNs) and Skip-Gram [33] to extract global
representations for images and texts, respectively, and then associated them with a structured
objective function where the matched image-text pairs are enforced to be close to each other.
Vendrov et al. [49] focused on refining the training objective so that the partial order structure
of visual-semantic hierarchy could be preserved. Kiros et al. [26] employed a hinge-based triplet
ranking loss for learning cross-modality representations, and achieved encouraging performances.
Faghri et al. [14] further refined the hinge-based triplet loss function by leveraging hard negatives,
and yielded significant improvement. Peng et al. [39] and Gu et al. [17] incorporated generative
objectives to enhance the cross-modality feature learning and obtained reasonable performance
improvement.

Many-to-many matching. This category of methods model the latent vision-language corre-
spondence at a fine-grained level. Namely, local similarities are obtained by comparing pairs of
instances in images and texts, i.e., image regions and text words, and then the global similarity is
calculated by aggregating these local similarities. Karpathy and Fei-Fei [24] first proposed to model
the global similarity through local similarities between image regions and words of texts with a
structured objective. They used an R-CNN [16] to detect image regions at the object level and
obtained region-level representations for given images. Plummer et al. [42] proposed to localize
textual entity mentions in an image, and model region-to-phrase correspondences for instance-
level image-text matching. Niu et al. [37] detected fine-grained element first, i.e., phrases within
the texts and salient regions within images, then mapped them into the common embedding space,
together with the global image and text information, through a hierarchical model.

Recently, the attention mechanism [48, 54, 62] has achieved great success to boost the perfor-
mance for cross-modality image-text retrieval. Huang et al. [19] developed a context-modulated
attention scheme by multi-modal LSTMs to selectively attend to a pair of instances appearing in
both image and text. Nam et al. [36] proposed to perform a dual attention network within multiple
steps and captured the fine-grained interplay between images and texts. Lee et al. [31] proposed to
discover the full latent alignments between regions in images and words in texts via a stack cross
attention model.

Our work lies in the category of many-to-many matching methods. Similar to the mentioned
baselines above [24, 31], we compute the global similarity for the given image-text pair through
aggregating local similarities. However, in the manner of calculating and aggregating local simi-
larities, those methods can have similarity biases. Namely, with the attention mechanism, when
calculating local similarities for image regions, they probably only focus on semantically related
words, and ignore other unmatched but meaningful words that can affect the semantics of the
sentence. Meanwhile, when calculating local similarities for words, they probably only focus on
semantically related regions, and ignore others that are unmatched but salient enough to change
the semantics of the image. And thus to tackle such a similarity bias issue, our work propose an
adaptive confidence network through introducing confidence to determine the semantic related-
ness between local similarities with the whole text(/image).

3 ACMNET: ADAPTIVE CONFIDENCE MATCHING NETWORK

In this section, we describe the proposed Adaptive Confidence Matching Network (ACMNet) for
image-text retrieval. First, a convolutional neural network (CNN) is employed as an image encoder
to convert image regions into region-level features. Meanwhile, a recurrent neural network (RNN)
is adopted as a text encoder to encode each word of the text into word-level features. Then, given
the image/text features, we construct the adaptive confidence matching network grounded on
images and texts, respectively. Finally, we leverage a ranking objective to train the whole model
in an end-to-end manner.
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This section is structured as follows: We first introduce the image feature learning in Section 3.1,
followed by description about the text feature learning in Section 3.2. Then, we describe how to
construct our adaptive confidence matching network for the image-grounded embedding space
and the text-grounded embedding space in Sections 3.3 and 3.4, respectively. Finally, the objective
function for training is provided in Section 3.5.

3.1 Image Feature Learning

Recent researches have convincingly demonstrated that CNNs are highly capable of learning in-
formative representations for images. CNNs were first proposed to tackle the challenge of image
classification. Thrilling performance on ImageNet [8] was achieved by different CNNs, such as
VGGNet [46], ResNet [18], InceptionNet [47], and so on. From then on, CNNs greatly boost the
development of fields in computer vision, like object detection [44, 45], visual tracking [10, 28–30],
image/video captioning [1, 5, 56], visual question answering [2, 25], and so on. Following Refer-
ence [31], we adopt a Faster R-CNN [45] to extract discriminative region-level image features for
given images. Specifically, given an image I , instead of dividing the image into grids uniformly like
conventional CNNs (e.g., ResNet [18]), Faster R-CNN first detects objects in the image and marks
regions with an objects inside using bounding boxes. Then, for each region ri , a feature vector fi
is obtained through a ROI pooling method [45]. To adapt to the benchmark datasets, we further
map fi to a latent space by a fully connected layer:

vi =Wv fi + bv , (1)

where Wv ∈ Rd×df and bv ∈ Rd are to-be-learned parameters.d is the dimensionality of the latent
space, and df is the dimensionality of fi . Finally, for each image, we get a set of feature vectors

denoted as V = {vi |i = 1, ...,n,vi ∈ Rd }, where n is the number of detected regions in I .
We consider each feature vector vi inV as a local region-level feature, since it is only related to

a partial region of the image I . We can easily obtain a global image feature v̄ , which is supposed
to represent whole semantics in the image, by the average pooling:

v̄ =
1

n

n∑
i=1

vi . (2)

3.2 Text Feature Learning

Recently, researchers have explored numerous ways to learn informative representations for texts
and words in them, such as word2vec [34], glove [40], fasttext [4, 23], ELMO [41], BERT [9], and so
on. Such representations have exhibited impressive performance in many tasks in natural language
processing domains, such as named entity recognition [21, 62], machine translation [3, 48]. Instead
of directly using these pre-trained representations to measure similarities between images and
texts, following [14, 26, 31], we employ a bi-directional gated recurrent unit (GRU, a variant of
RNNs) [6] to extract features for the texts.

Specifically, given a text S = {w1,w2, ...,wm } where each word is denoted as a one-hot vector,
w j . Here w j is a d ′-dimensional vector, where d ′ is the size of the word vocabulary, and only the
position corresponding to the word in it is set as 1, while others are set as 0. Then, we use an
embedding matrix We to embed the word into a continuous embedding vector x j :

x j =Wew j ,∀j ∈ [1,m], (3)

where We ∈ Rde×d ′ is the to-be-learned embedding matrix, with de being the dimensionality of
the embedding vector. And m is the length of a text here.
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Fig. 2. Overview of the proposed adaptive confidence matching network grounded on images. For simplicity,

we use Rv
i and Cv

i to denote R (vi , c
t
i ) in Equation (11) and C (vi , t̄ ) in Equation (12), respectively.

After that, a bi-directional GRU is used to capture the context information from both forward

and backward directions in the text S . To ease the explanation, we use
−→
h j and

←−
h j to denote the

hidden states of the forward
−−−→
GRU and the backward

←−−−
GRU, respectively:

−→
h j =

−−−→
GRU(x j ,

−→
h j−1);

←−
h j =

←−−−
GRU(x j ,

←−
h j+1). (4)

And, we define the word-level feature tj for word w j as

tj =

−→
h j +

←−
h j

2
, (5)

where tj ∈ Rd , with the same dimension as vj in Equation (1).

We define a local word-level feature set denoted asT = {tj |j = 1, ...,m, tj ∈ Rd } for a text S . And
the global text feature t̄ of S is derived as follows, i.e., the last hidden states of the forward and the
backward GRU.:

t̄ =

−→
hm +

←−
h 0

2
. (6)

3.3 ACMNet-GI: Adaptive Confidence Matching Network Grounded on Images

In this section, we introduce the proposed adaptive confidence matching network (ACMNet) on
the image-grounded embedding space. As illustrated in Figure 2, given an image and a text, local
similarities between image regions and words of the text are first calculated through the attention
mechanism on all words of the text. Then, we leverage the global text feature, i.e., t̄ in Equation (6),
to estimate the confidence for each local similarity through a gating mechanism. Finally, a global
similarity between the image and the text is derived by adaptively weighting each local similarity
of an image region with its corresponding confidence score.

Local similarity grounded on images. The calculation of local similarities grounded on im-
ages is decomposed into three steps. First, for each image region, we align it with all words of
the given text to explore the correspondences between each region-word pair. Then, we derive a
textual context feature for each region via the attention mechanism. Finally, a cosine similarity

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 16, No. 1s, Article 27. Publication date: April 2020.



27:8 H. Chen et al.

score is computed using the region feature vector and its corresponding textual context feature
vector.

Specifically, given the image feature setV with n local region-level feature vectors correspond-
ing to an image I , and the text feature setT withm local word-level feature vectors corresponding
to a text S , relationships among all possible region-word pairs are discovered by a cosine similarity:

si j =
vT

i tj

| |vi | | · | |tj | |
,∀i ∈ [1,n],∀j ∈ [1,m], (7)

where vi is the feature vector corresponding to the region ri in the image I , and tj is the feature
vector of word w j in the text S . If region ri is semantically related to word w j , then the cosine
similarity si j is expected to be large. Otherwise, si j should be small.

Enumerating all pairs of region-word, we obtain a similarity matrix, denoted as s, for a given
image-text pair. As in References [24, 31], we further normalize it along the column dimension as

s̄i j =
[si j ]+√∑n
i=1[si j ]

2
+

, (8)

where [x]+ ≡ max(x , 0).
To attend to the word feature vectors, we then obtain α where each row is a probability distri-

bution over all words of being selected by an image region:

αi j =
exp (λ1s̄i j )∑m

l=1 exp (λ1s̄il )
, (9)

where λ1 is an inverse temperature of the softmax function [7].
A textual context feature vector, ct

i , for region ri is then given by a weighted combination of
word feature vectors, i.e., T :

ct
i =

m∑
j=1

αi jtj . (10)

After that, we define the relevance score R (vi , c
t
i ) between the region feature vi and its corre-

sponding textual context feature ct
i as

R (vi , c
t
i ) =

vT
i c

t
i

| |vi | | · | |ct
i | |
. (11)

We can regard R (vi , c
t
i ) as the local similarity associated with the image region ri for a given

image-text pair (I , S ). And thus, for the input image I and S , we can derive a set of local similarities,
denoted as Fv

l
(I , S ) = {R (vi , c

t
i ) |i = 1, ...,n}.

Global similarity with adaptive confidence matching. Given all local similarities, i.e.,
Fv

l
(I , S ) = {R (vi , c

t
i ) |i = 1, ...,n}, the global similarity is usually obtained by simply averaging these

local similarities as in Reference [31]. Namely, Fv
д (I , S ) = avg[Fv

l
(I , S )] = 1

n

∑n
i=1 R (vi , c

t
i ), where

Fv
д (I , S ) is the global similarity. However, as illustrated by example (a) in Figure 1, in the image-

grounded space, such an aggregating strategy may improperly assign two semantically different
texts with close global similarities, as long as both can fully describe the semantics of the im-
age, though there may still exist some unmatched but salient words in the texts that can change
their meanings substantially, like the word “cat” of T2 in Figure 1. The disadvantage of the ag-
gregating strategy above is that it just focuses on the matched semantics in the text, and ignore
its unmatched semantics. Therefore, to tackle that, we introduce an adaptive aggregating strat-
egy through the adaptive confidence matching for local similarities grounded on images, which
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leverages the whole semantics of the text to estimate a confidence for each local similarity and
incorporates it into deriving the global similarity.

Specifically, to estimate the confidence for each image region ri of a given image I , We leverage
the global text feature, i.e., t̄ in Equation (6) and the local region feature vi to output a confidence
score through a gate function:

C (vi , t̄ ) = σ
(
W

v
c [vi ; t̄] + b

v
c

)
, (12)

where σ is a sigmoid function and [; ] is a concatenation of two vectors. W
v
c ∈ R2d×1 and b

v
c ∈ R1

are to-be-learned parameters.
The global text feature t̄ can fully depict the whole semantics of the text S , which involves those

unmatched semantics w.r.t. the region feature ri as well. Therefore, the less unmatched semantics
is there, the more confident the corresponding local similarity will be, leading to a higher score
output by Equation (12).

Finally, the global similarity score between the image I and the text S is given as

Fv
д (I , S ) =

1

n

n∑
i=1

R
(
vi , c

t
i

)
[C (vi , t̄ ) + λ3], (13)

where λ3 is a parameter tuning the impact of the confidence score. We empirically set λ3 as 0.5. vi

is the region feature vector of the region ri , and ct
i is its corresponding textual context feature. t̄ is

the global text feature of S .
Compared with the global similarity obtained by simply averaging all local similarities in Refer-

ence [31], Equation (13) can stress more on those similarities with higher confidence, which makes
the global similarity between a given image-text pair more accurate.

3.4 ACMNet-GT: Adaptive Confidence Matching Network Grounded on Texts

In this section, we introduce the proposed adaptive confidence matching network (ACMNet) on
the text-grounded embedding space. Opposite to the image-grounded embedding space, local sim-
ilarities are associated with each word in the text here, which are calculated through the attention
mechanism on the image regions. Then, for each local similarity associated with one word of the
text, we use the global image feature (i.e., v̄ in Equation (2)) and the corresponding word feature to
estimate its confidence score, similar to that in ACMNet-GI. Finally, a global similarity between the
image and the text is calculated as a weighted combination of all local similarities, with the com-
puted confidence scores as weights. Figure 3 gives an overview of the proposed ACMNet grounded
on texts.

Local similarity grounded on texts. The calculation of local similarities grounded on texts is
also decomposed into three steps. First, for each word of a text, we align each word with all image
regions of a given image to explore the correspondences between each word-region pair. Then,
we derive a visual context feature for each word of the text via the attention mechanism. Finally,
a cosine similarity score is computed using the word feature vector and its corresponding visual
context feature vector.

Specifically, as in the image-grounded embedding space, the similarity matrix s is first calculated
by Equation (7), where each element si j assesses the relationship between the region featurevi and
the word feature tj . Then, we also normalize it along the row dimension as [24, 31]

s̄ ′i j =
[si j ]+√∑m
j=1[si j ]

2
+

, (14)

where [x]+ ≡ max(x , 0).
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Fig. 3. Overview of the proposed adaptive confidence matching network grounded on texts. For simplicity,

we use Rt
j and Ct

j to denote R (tj , c
v
j ) in Equation (17) and C (tj , v̄ ) in Equation (18), respectively.

To attend to the image region feature vectors, we then obtain a matrix β whose each column is
a probability distribution over all image regions of being selected by a word of the text:

βi j =
exp (λ2s̄

′
i j )∑n

l=1 exp (λ2s̄ ′l j
)
, (15)

where λ2 is an inverse temperature of the softmax function.
A visual context feature vector, cv

j , for the word w j is then derived by a weighted combination

of image region feature vectors, i.e., V :

cv
j =

n∑
i=1

βi jvi . (16)

After that, we define the relevance score R (tj , c
v
j ) between the word feature tj and its corre-

sponding visual context feature cv
j as

R
(
tj , c

v
j

)
=

tT
j c

v
j

| |tj | | · | |cv
j | |
. (17)

We regard R (tj , c
v
j ) as the local similarity associated with the word w j for the given image-text

pair. And thus, for the input image I and S , we can derive a set of local similarities, denoted as
F t

l
(I , S ) = {R (tj , c

v
j ) |j = 1, ...,m}.

Global similarity with adaptive confidence matching. Given all local similarities, i.e.,
F t

l
(I , S ) = {R (tj , c

v
j ) |j = 1, ...,m}, we can simply average them to get the global similarity as in Ref-

erence [31]. Namely, F t
д (I , S ) = avg[F t

l
(I , S )] = 1

m

∑m
j=1 R (tj , c

v
j ), where F t

д (I , S ) is the global simi-

larity. Similarly, such an aggregating strategy may improperly assign two semantically different
images with close global similarities, as long as both images can fully describe the semantics of
the texts, ignoring that there may still exist some unmatched but salient semantics in the image
that can change their meanings substantially, like the “cat” of I2 in Figure 1. The disadvantage of
the aggregating strategy above is that it just focuses on the matched semantics in the image, and
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ignore its whole semantics. Therefore, to tackle that, we introduce an adaptive aggregating strat-
egy through the adaptive confidence matching for local similarities grounded on texts, in which
to estimate the confidence for each wordw j of a text S , we leverage the global image feature, i.e., v̄
in Equation (2), and the word feature tj to predict the related confidence through a gate function:

C (tj , v̄ ) = σ
(
W

t
c [tj ; v̄] + b

t
c

)
, (18)

where σ is a sigmoid function and [; ] is a concatenation of two vectors. W
t
c ∈ R2d×1 and b

t
c ∈ R1

are to-be-learned parameters.
Considering that the global image feature v̄ can fully represent the whole semantics in the image

I , including those unmatched semantics w.r.t. the word feature tj . Therefore, a high confidence
score output of Equation (18) indicates less unmatched semantics between the image I and the
word w j .

Finally, the global similarity score F t
д (I , S ) between the image I and the text S is given by

F t
д (I , S ) =

m∑
j=1

R
(
tj , c

v
j

)
[C (tj , v̄ ) + λ3], (19)

where λ3 is to tune the impact of the confidence score, which is empirically set as 0.5. tj is the
word feature vector of w j and cv

j is its corresponding visual context feature. v̄ is the global image

feature of I .
Like Equation (13), Equation (19) can concentrate on those similarities with higher confidence,

leading to a more accurate global similarity compared to the one in Reference [31].

3.5 Loss Function for Training

In this section, we describe the loss function based on a ranking loss for training. Most prior
approaches utilized a triplet ranking loss as the training objective for learning the embedding
spaces for visual input and textual input [14, 24, 26, 31, 35]. Generally, a hinge-based triplet ranking
loss is employed to maximize the similarity between a positive image-text pair and meanwhile
minimize the similarities of all negative image-text pairs.

In our case, given a training set, denoted as {(Ii , Si )}Ni=1 ∼ D containing N image-text pairs,
each image-text pair (Ii , Si ) is treated as a positive pair, as Ii and Si are relevant and coupled. And
negative image-text pairs can be constructed as follows: 1) for an image Ii , we regard any text
S j (j � i ) as a non-matching text, ending up with a negative pair (Ii , S j ); 2) for a text Si , we regard
any image Ij (j � i ) as a non-matching image, ending up with another negative pair (Ij , Si ). Then
the hinge-based triplet ranking loss function can be derived as follows:

Lr ank (Ii , Si ) =
∑
j�i

max[0,Δ − F (Ii , Si ) + F (Ii , S j )] +
∑
j�i

max[0,Δ − F (Ii , Si ) + F (Ij , Si )], (20)

where F (I , S ) measures the similarity between I and S given by Equation (13) or (19). Note that
ACMNet-GI and ACMNet-GT are two independent models that are trained separately, and for
cross-model image-text retrieval, each of them can be applied. We will also compare them in our
experiments.

The hinge-based triplet ranking loss encourages that a positive pair get a higher similarity score
than a negative pair by a margin Δ at least. In practice, it is not efficient to compare with all negative
samples in the training set. Instead, usually only the hard negatives within a mini-batch, i.e., the
negatives closest to each training query [14], are considered during training. Specifically, within
a mini-batch, we first search the hardest negatives for any positive image-text pair, i.e.,(Ii , Si ) as
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follows:

Ih
i = arg max

Ij , j�i

F (Ij , Si ) or Sh
i = arg max

Sj , j�i

F (Ii , S j ), (21)

where Ih
i forms the hardest negative pair with Si and Sh

i forms the hardest negative pair with Ii .

Then the refined ranking loss Lh
r ank

(Ii , Si ) is given as

Lh
r ank (Ii , Si ) = max[0,Δ − F (Ii , Si ) + F (Ii , S

h
i )] +max[0,Δ − F (Ii , Si ) + F (Ih

i , Si )]. (22)

Following Reference [35], we name Equation (20) as VSE loss and Equation (22) as VSEPP loss.
And in the experiments, we will utilize both functions to evaluate the proposed approach.

4 EXPERIMENT

To verify the effectiveness of the proposed adaptive confidence matching network (ACMNet), we
conduct extensive experiments and analyses on two benchmark datasets. And, we also make com-
parisons with state-of-the-art models on both datasets. In this section, we first describe details
about both benchmark datasets for cross-modality image-text retrieval in Section 4.1. Then, we
elaborate on the implementation details and the adopted evaluation metrics in Section 4.2. After
that, we report the performance of human-behavior-related cross-modality image-text retrieval in
Section 4.3 and comparison results with state-of-the-art models on both benchmark datasets in
Section 4.4, followed by model analyses in Section 4.5. Finally, we present some retrieval examples
on both datasets in Section 4.6.

4.1 Datasets

We adopt two benchmark datasets, i.e., Flickr30k and MS COCO, to evaluate the proposed ACMNet
and other state-of-the-art approaches.

Flickr30k. Flickr30k contains 31,000 images collected from the Flickr website. Each image is
annotated with 5 English texts by Amazon Mechanical Turk workers. We use the public dataset
split as [14, 31, 35], which has 29,000 images for training, 1,000 for validation, and 1,000 for testing.

MS COCO. MS COCO consists of about 123K images, each with at least 5 texts. As previous
works [31, 35], we preserve 113,287 images for training, 5,000 for validation and the remaining
5,000 for testing.

4.2 Implementation Details

Evaluation Metric. Recall rates are commonly used to evaluate the performance of cross-
modality image-text retrieval models. As previous works [14, 31, 35], we adopt Recall at K (R@K)
to evaluate the proposed method, which is defined as the percentage of test samples for which the
correct instances are retrieved within the top-K nearest to the query [35]. We report R@1, R@5,
and R@10 for both Flickr30k and MS COCO as in Reference [31]. And, we also compute an addi-
tional criterion “R@sum” to evaluate the overall performance for both “text retrieval given image
query” and “image retrieval given text query” as follows:

R@sum = R@1 + R@5 + R@10︸���������������������︷︷���������������������︸
Text Retrieval

+R@1 + R@5 + R@10︸���������������������︷︷���������������������︸
Image Retrieval

. (23)

Model Implementation. Pytorch [38] is adopted to implement our model. (1) For both datasets,
we employ a Faster R-CNN model pre-trained on Visual Genome [27] as the image feature encoder.
For each image, we select the top 36 regions of interest (ROIs) with the highest detection confi-
dence scores, and then we use average pooling to extract salient features. Each image region is
encoded into a 2,048-dimensional feature vector, i.e., df = 2048 in Equation (1). And thus an image
is represented by a 36-by-2048 matrix. The feature vector of each region is then mapped into a
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Table 1. Performance of the Proposed Models for Human-behavior-related

Cross-modality Image-text Retrieval

Models Text Retrieval Image Retrieval R@sum
R@1 R@5 R@10 R@1 R@5 R@10

Flickr30k-human
SCAN i-t AVG 68.2 89.5 94.4 44.9 74.8 83.0 454.8
ACMNet-GI 70.7 91.4 95.5 50.3 77.9 85.3 471.1
SCAN t-i AVG 62.8 89.5 94.4 45.6 74.5 82.7 449.5
ACMNet-GT 67.8 92.4 96.3 54.0 79.5 86.3 476.3

MS COCO-human
SCAN i-t AVG 48.6 76.8 86.5 29.5 60.4 72.7 374.5
ACMNet-GI 52.1 80.0 88.9 40.0 68.7 79.2 408.9
SCAN t-i AVG 50.1 79.3 87.7 37.2 66.3 77.8 398.4
ACMNet-GT 54.3 81.5 89.3 40.8 69.1 79.8 414.8

1,024-dimensional feature vector, i.e., d = 1,024 in Equation (1), resulting in a 1,024-dimensional
feature vector for the global image feature. (2) We use a bi-directional GRU with one layer to
learn the text representation. The dimensionality of its hidden state is set as 1,024, resulting in a
dimensionality of 1,024 for the global text feature vector, i.e., t̄ . The dimensionality of the word
embedding is set as 300.

Parameter Setting. During training, we set the margin of the hinge-based triplet loss, i.e., Δ in
Equations (20) and (22) as 0.2, as in [31]. The inverse temperature factors, i.e., λ1 in Equation (9)
and λ2 in Equation (15), are set via grid search in predefined value ranges on the validate set. For
Flickr30k, the learning rate is set as 2e-4 in the begining. And after 15 epochs, it is set as 2e-5 for
another 15 epochs. As for MS COCO, the learning rate is set as 5e-4 for the beginning 10 epochs
and 5e-5 for the subsequent 10 epochs. The mini-batch size is set as 128 for all models.

Testing Setting. Following previous works [14, 31], we save the best model with the highest
R@sum on the validation sets during training for our proposed ACMNet. Performance validation
is performed every epoch on the validation set. After training, we evaluate the saved best models
on the test set and report the result for comparisons with other methods.

4.3 Cross-modality Human Behavior Analysis via Image-Text Retrieval

To evaluate the retrieval performance of our cross-modality image-text retrieval models for human
behavior analysis, we collect a fraction of human-behavior-related image-text pairs in Flickr30k
and MS COCO for evaluation, denoted as Flickr30k-human and MS COCO-human, respectively.
We use human-related key words, like “person,” “man,” “woman,” “men,” “women,” “kid,” “child,”
“boy,” and “girl,” to find image-text pairs from the test sets of both benchmark datasets, ending
up with 842 images for Flickr30k-human and 2,334 images for MS COCO-human. Note that SCAN
i-t AVG [31] calculates local similarity scores in the image-grounded embedding space, which is
similar to ACMNet-GI. And SCAN t-i AVG [31] calculate local similarities in the text-grounded
embedding space, which is similar to our ACMNet-GT. Therefore, we regard SCAN i-t AVG and
SCAN t-i AVG as base models for ACMNet-GI and ACMNet-GT, respectively.

Table 1 shows the performance of our ACMNets for the human-behavior-related cross-modality
image-text retrieval. We can see that our ACMNet-GI and ACMNet-GT can consistently outper-
form the base models on both Flickr30k-human and MS COCO-human. Specifically, compared
with SCAN i-t AVG, our ACMNet-GI can achieve a maximum performance improvement of 16.3%
and 34.4% in terms of R@sum for Flickr30k-human and MS COCO-human, respectively. And
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Table 2. Comparison of the Cross-modality Image-text Retrieval Performances

in Terms of Recall@K (R@K ) and R@sum on Flickr30k

Method Text Retrieval Image Retrieval R@sum
R@1 R@5 R@10 R@1 R@5 R@10

DVSA [24] 22.2 48.2 61.4 15.2 37.7 50.5 235.2
HM-LSTM [37] 38.1 - 76.5 27.7 - 68.8 -
SM-LSTM [19] 42.5 71.9 81.5 30.2 60.4 72.3 358.8
Webly [35] 47.4 - 85.9 35.2 - 74.8 -
2WayNet [13] 49.8 67.5 - 36.0 55.6 - -
VSE++ [14] 52.9 - 87.2 39.6 - 79.5 -
DAN [36] 55.0 81.8 89.0 39.4 69.2 79.1 413.5
DPC [61] 55.6 81.9 89.5 39.1 69.2 80.9 416.2
SCO [20] 55.5 82.0 89.3 41.1 70.5 80.1 418.5
SCAN [31] 67.9 89.0 94.4 43.9 74.2 82.8 452.0
ACMNet 66.0 90.7 95.8 51.6 78.0 85.8 467.9

- means unreported results.

comparing our ACMNet-GT with SCAN t-i-AVG, the improvement is 26.8% and 16.4% in terms of
R@sum for Flickr30k-human and MS COCO-human, respectively. Considering that the proposed
ACMNet is based on SCAN, the experimental results well demonstrate that the proposed ACMNet
can help to tackle the mentioned similarity bias issue and thus gain superior performance.

4.4 Comparison with State-of-the-Art on Benchmark Datasets

In this section, following References [31, 35], we compare our best model with the state-of-the-
art published models for the tasks of cross-modality image-text retrieval, including DVSA [24],
HM-LSTM [37], Order-embeddings [49], SM-LSTM [19], 2WayNet [13], DAN [36], VSE++ [14],
DPC [61], GXN [17], CHAIN-VSE [51], SCO [20], SCAN [31], and Webly [35]. We directly cite
reported performances of compared methods when available. For unreported metrics, we mark
them with “−”. The additional metric R@sum is calculated only when all six Recall@K metrics are
provided.

Results. Tables 2 and 3 show the comparison results on Flickr30k and MS COCO, respectively.
For both datasets, we denote our best single model as ACMNet. Details about our single models
can be referred to Section 4.5.

Experimental results on both datasets indicate that the proposed adaptive confidence match-
ing network (ACMNet) can obtain substantial performance improvement over state-of-the-art
methods.

Specifically, on Flickr30k in Table 2, our model (i.e., ACMNet) can outperform all baselines in
nearly all evaluation metrics. Particularly, compared with the best baseline SCAN, our model can
achieve a maximum performance improvement of 1.7% in terms of R@5 for the task of text retrieval
given image query, and 7.7% in terms of R@1 for the task of image retrieval task given text query.
And as the overall performance, our model can achieve 467.9% in terms of R@sum, significantly
outperforming SCAN by a large margin of 15.9%.

Moreover, on MS COCO in Table 3, compared with the state-of-the-art retrieval model, i.e.,
SCAN [31], our ACMNet can achieve significantly better performances in terms of all evaluation
metrics. Particularly, our model can outperform SCAN by a maximum margin 1.3% in terms of
R@1 for the task of text retrieval given image query. As for the task of image retrieval given text
query, our model can also gain a maximum performance improvement of 2.8% in terms of R@1.
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Table 3. Comparison of the Cross-modality Image-text Retrieval Performances

in Terms of Recall@K (R@K ) and R@sum on MS COCO

Method Text Retrieval Image Retrieval R@sum
R@1 R@5 R@10 R@1 R@5 R@10

DVSA [24] 38.4 69.9 80.5 27.4 60.2 74.8 351.2
HM-LSTM [37] 43.9 - 87.8 36.1 - 86.7 -
Order-embeddings [49] 46.7 - 88.9 37.9 - 85.9 -
SM-LSTM [19] 53.2 83.1 91.5 40.7 75.8 87.4 431.7
2WayNet [13] 55.8 75.2 - 39.7 63.3 - -
Webly [35] 61.5 - 96.1 46.3 - 89.4 -
VSE++ [26] 64.6 - 95.7 52.0 - 92.0 -
DPC [61] 65.6 89.8 95.5 47.1 79.9 90.0 467.9
CHAIN-VSE [51] 59.4 88.0 94.2 43.5 79.8 90.2 455.1
GXN [17] 68.5 - 97.9 56.6 - 94.5 -
SCO [20] 69.9 92.9 97.5 56.7 87.5 94.8 499.3
SCAN [31] 70.9 94.5 97.8 56.4 87.0 93.9 500.5
ACMNet 72.1 95.2 98.1 59.2 88.1 94.4 507.1

- means unreported results.

And in terms of R@sum, our model can achieve 507.1%, significantly outperforming SCAN by a
large margin of 6.6%.

4.5 Model Analyses

In this section, we first analyze the effect of the proposed adaptive confidence matching and make
comparisons with the corresponding base models in Reference [31]. Then, we analyze different
factors to observe their effects on the performance, including inverse temperature factor λ1 and
λ2, feature normalization and loss function. Results are shown in Table 4 for Flickr30k and Table 5
for MS COCO. And in Tables 4 and 5, we use ‡ to mark models with the same experiment settings
as the corresponding base model of SCAN, which is the default settings. And models without ‡
only differ in the factor to be analyzed. For example, in Table 4, for ACMNet-GI, by default, λ1=4;
norm=both; loss=VSEPP. And loss=VSE means that only the training loss is changed to VSE, while
other factors are the same as the default setting.

Effect of adaptive confidence matching. Under the default settings, we can verify the ef-
fectiveness and the superiority of the proposed ACMNet by directly comparing our models (i.e.,
ACMNet-GI and ACMNet-GT) with their corresponding base models in SCAN [31] (i.e., SCAN
i-t AVG and SCAN t-i AVG). From Tables 4 and 5, we can see that under the same default exper-
iment settings, both ACMNet-GI and ACMNet-GI (i.e., models with ‡) can obtain substantially
better performance than base models at nearly all metrics. Specifically, on Flickr30k, compared
with SCAN i-t AVG, ACMNet-GI can gain a maximum improvement of 2.9% in terms of R@sum.
And compared with SCAN t-i AVG, ACMNet-GT can obtain a maximum improvement of 14.9% in
terms of R@sum. On MS COCO, the same results can be observed. ACMNet-GI can gain a maxi-
mum improvement of 3.0% in terms of R@sum, compared with SCAN i-t AVG. And ACMNet-GT
can obtain a maximum improvement of 4.0% in terms of R@sum, compared with SCAN t-i AVG.
Performance improvements are attributed to the proposed adaptive confidence matching strategy
for aggregating the local similarities into the global similarity.

Effect of inverse temperature factor λ1 and λ2. For both datasets, λ1 for ACMNet-GI refers
to the inverse temperature factor in Equation (9) and λ2 for ACMNet-GT refers to the one in
Equation (15). And, we list the best factor for both models compared with the default settings. We
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Table 4. Factor Analyses of the Proposed ACMNet, in Terms of Recall@K (R@K )

and R@sum on Flick30k

Setting Text Retrieval Image Retrieval R@sum
R@1 R@5 R@10 R@1 R@5 R@10

ACMNet-GI
SCAN i-t AVG [31] 67.9 89.0 94.4 43.9 74.2 82.8 452.0
λ1=1 58.7 84.8 91.2 38.3 69.5 79.5 422.0
λ1=4‡ 66.5 90.2 94.5 45.5 74.7 83.5 454.9
λ1=6 68.3 90.8 95.4 49.2 77.2 85.3 466.2

norm=text 65.8 89.7 93.7 44.2 74.7 83.7 451.8
norm=image 63.7 87.5 93.9 42.4 72.7 82.6 442.8
norm=no 64.6 88.9 94.5 42.8 73.8 82.5 447.1
norm=both‡ 66.5 90.2 94.5 45.5 74.7 83.5 454.9
VSE 53.6 83.8 90.9 39.8 70.1 79.9 418.1
VSEPP‡ 66.5 90.2 94.5 45.5 74.7 83.5 454.9

ACMNet-GT
SCAN t-i AVG [31] 61.8 87.5 93.7 45.8 74.4 83.0 446.2
λ2=1 56.7 82.8 90.1 42.1 71.2 80.1 423.0
λ2=9‡ 64.8 89.8 95.6 48.9 77.2 84.8 461.1
λ2=11 65.5 90.9 95.8 49.9 77.0 85.1 464.2
norm=text 64.4 89.4 95.1 47.0 75.8 83.7 455.4
norm=image 66.0 90.7 95.8 51.6 78.0 85.8 467.9

norm=no 66.5 90.1 95.4 49.8 77.4 84.8 464.0
norm=both‡ 64.8 89.8 95.6 48.9 77.2 84.8 461.1
VSE 49.9 81.3 89.1 38.7 66.3 75.1 400.4
VSEPP‡ 64.8 89.8 95.6 48.9 77.2 84.8 461.1

Models with ‡ use the same experiment settings as SCAN [31].

can see that for both datasets, with proper λ1 and λ2, both models can obtain superior performance
than with the default λ1 or λ2. Specifically, for ACMNet-GI, the best performance is achieved by
λ1=6 for both Flickr30k and MS COCO. And for ACMNet-GT, the best performance is achieved by
λ2=11 for both datasets. We can also see that when this factor is deactivated, i.e., setting it as 1,
the performance degrades greatly, which is consistent with the observation in Reference [31].

Effect of feature normalization. Feature normalization has been proved to be effective to
improve the performance in previous works [14, 26, 31]. In Tables 4 and 5, we denote this factor
as norm. Following References [14, 26, 31], norm=image means only image features are normal-
ized. norm=text means only text features are normalized. norm=no indicates that no features are
normalized. norm=both means both image features and text features are normalized. And cosine
function is used as the normalization function as References [14, 26, 31], seeing Equation (7). We
can see that, on both datasets, normalizing both image features and text features is the best strategy
for ACMNet-GI. While for ACMNet-GT, only normalizing the image features is a better choice.

Effect of loss function. Similar to previous works [14, 31], loss functions have a great impact on
both ACMNet-GI and ACMNet-GT. On both datasets, models trained with VSEPP can outperform
those trained by VSE with a large margin in terms of all evaluation metrics.

4.6 Human Behavior Analysis via Cross-modality Image-Text Retrieval

Figures 4 and 5 show some qualitative results of human-behavior-related cross-modality image-
text retrieval, generated by our ACMNet-GI and ACMNet-GT, respectively. For each query, we
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Table 5. Factor Analyses of the Proposed ACMNet, in Terms of Recall@K (R@K )

and R@sum on MS COCO

Setting Text Retrieval Image Retrieval R@sum
R@1 R@5 R@10 R@1 R@5 R@10

ACMNet-GI
SCAN i-t AVG [31] 69.2 93.2 97.5 54.4 86.0 93.6 493.9
λ1=1 65.9 91.4 96.5 45.6 80.9 90.5 470.8
λ1=4‡ 69.8 94.2 97.6 55.4 86.3 93.6 496.9
λ1=6 71.0 93.9 98.0 57.5 87.2 93.7 501.3

norm=text 68.5 92.7 97.2 49.8 83.3 91.8 483.3
norm=image 68.9 92.9 97.3 50.7 83.8 92.2 485.8
norm=no 68.5 92.0 97.2 50.1 83.5 92.0 483.3
norm=both‡ 69.8 94.2 97.6 55.4 86.3 93.6 496.9
VSE 60.3 89.0 95.2 43.3 79.6 90.0 457.4
VSEPP‡ 69.8 94.2 97.6 55.4 86.3 93.6 496.9

ACMNet-GT
SCAN t-i AVG [31] 70.9 94.5 97.8 56.4 87.0 93.9 500.5
λ2=1 66.1 91.9 96.7 52.2 84.2 92 483.1
λ2=9‡ 72.0 94.9 98.1 58.1 87.5 93.9 504.5
λ2=11 73.1 94.8 98.1 58.9 87.8 94.2 506.9
norm=text 69.9 93.9 97.8 56.2 86.8 93.7 498.3
norm=image 72.1 95.2 98.1 59.2 88.1 94.4 507.1

norm=no 69.3 93.8 97.5 55.5 86.2 93.3 495.6
norm=both‡ 72.0 94.9 98.1 58.1 87.5 93.9 504.5
loss=VSE 66 92.9 97.4 54.8 86.1 93.5 490.7
loss=VSEPP‡ 72.0 94.9 98.1 58.1 87.5 93.9 504.5

Models with ‡ use the same experiment settings as SCAN [31].

Fig. 4. Examples of the retrieval results for our ACMNet-GI on Flickr30k-human. Ground-truth matched

retrieval results are marked in red, while unmatched ones are marked in green. Best viewed in color.

show the top-5 retrieved results for both models. We can see that both ACMNet-GI and ACMNet-
GT can usually retrieve majorities of matched texts within top-5 for given image queries. And
given a text query, both models can rank the most related images at the top. Such results qualita-
tively indicate the effectiveness of the proposed adaptive confidence matching network for human
behavior analysis.
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Fig. 5. Examples of the retrieval results for our ACMNet-GT on Flickr30k-human. Ground-truth matched

retrieval results are marked in red, while unmatched ones are marked in green. Best viewed in color.

5 CONCLUSION

In this article, we focus on the cross-modality image-text retrieval for human behavior analysis.
We show a similarity bias issue for existing state-of-the-art fine-grained cross-modality matching
methods. And, we propose an adaptive confidence matching network (ACMNet) to deal with it for
cross-modality image-text retrieval. As in Reference [31], we first compute local similarities be-
tween image regions and text words in two grounded embedding spaces, i.e., the image-grounded
and text-grounded embedding spaces. Then instead of directly aggregating these local similarities
into the global similarity, we adopt a gate function to utilize the global feature of the image/text to
estimate a confidence score of each local similarity, and further incorporate them into the calcula-
tion of the global similarity, to tackle the mentioned similarity bias issue. We verify the proposed
ACMNet through extensive experiments and comparisons with other state-of-the-art approaches
on two benchmark datasets, i.e., Flickr30k and MS COCO. Experimental results show that the pro-
posed ACMNet can achieve state-of-the-art performance of cross-modality image-text retrieval
on both datasets. In the future, we will study the possibility of our method applied to other cross-
modality tasks, e.g., image-text hashing [53], video-text retrieval [12], temporal activity localiza-
tion [32], and so on.
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