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Abstract— In the era of industrial 4.0, industrial Internet of
Things (IIoT) has brought essential changes to human society.
For IIoT, communication in network can be defined as the basic
condition for further development and integrated information
exchange. In this way, cached-enabled heterogeneous industrial
network is necessary to be optimized. In this paper, we consider
the optimal geographical placement of contents in cache-enabled
heterogeneous networks to minimize the total missing probability.
And the probability represents that typical user cannot find
requested file in the nearby base stations (BSs). In contract to
existing works which only concern content placement, we jointly
optimize content placement at BSs and activation densities of BSs
of different tiers subject to the cache size limits and the constraint
on the BSs energy consumption cost. In addition, the user
distribution in this work is modeled by a homogeneous Poisson
Point Process. We prove that the original optimization problem
can be transformed to a convex problem. The convexity of the
optimization problem allows us to apply the KKT conditions to
derive useful analytical results of the optimal solution. Based on
this, we propose a low-complexity near-optimal algorithm to find
the approximated content placement probabilities. We further
extend the optimization to heterogeneous networks with the user
distribution modeled by the modified Cluster Process. Exten-
sive simulation results show the superior performance of joint
optimization of content placement and BSs activation densities
compared to only optimizing content placement.

Index Terms— Industrial IoT, BS activation, content place-
ment, cache-enabled heterogeneous networks.

I. INTRODUCTION

FOR Industrial Internet of Things (IIoT), how to enhance
operational efficiency through real-time process analysis
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is an important challenge. The real-time communication has
diverse requirements for networks [1], [2]. For advanced
industry 4.0, heterogeneous networks (HetNets) designed for
IIoT have been a key technology to increase the regional
spectral efficiency of industrial network, which can meet the
growing wireless data demands by deploying different tiers of
small cell base stations (BSs) coexisting with macro cells [3].

The major bottleneck of HetNets is the limited capacity of
backhaul links, when transferring massive data between the
core networks and the BSs [4]. Based on this observations,
caching popular contents at edge BSs is a promising approach
to reduce the burden on backhaul links and the latency in
HetNets [5], [6]. A critical issue in wireless edge caching is the
content placement, which has been extensively studied in the
literature [7]. In [8], the optimal placement of files to minimize
the expected files downloading time was studied. The problem
is NP-hard for uncoded case, while it is convex for coded case.

In [9], the optimization of the allocation of storage capacity
among files in order to minimize the cache missing probability
was studied. A caching strategy that combines caching the
most popular contents and achieving the largest content diver-
sity was proposed in [10]. In this regard, Blaszczyszyn et al.
focused on the optimal content placement to maximize the
users’ hit probability in homogeneous networks under different
coverage scenarios in [11]. In [12], Berksan et al. extended
this work to a two-tier HetNet and considered the problem of
optimally placing contents at the first tier of BSs independent
of the other tier. The contents for the second tier were
then placed depending on the placement strategy of the first
tier. The optimal probabilistic content placement for cache-
enabled HetNets in the interference-limited case was derived
in [13]. It was shown that the optimal placement probability
is linearly proportional to the square root of the content
popularity with an offset depending on cache size. Caching
policies to maximize the successful delivery probability and
area spectral efficiency of cache-enabled HetNets were inves-
tigated in [14], and the results show that the optimal caching
probability is less skewed to maximize the successful delivery
probability but is more skewed to maximize the area spectral
efficiency. Joint BS caching and cooperation for maximizing
the successful transmission probability was studied in [15]
for a HetNet, and both globally and locally optimal solutions
were proposed. In [16], a belief propagation based distributed
algorithm was proposed to solve the cache placement problem,
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where parallel computations are performed by individual BSs
based on limited local information and very few messages
passed between neighboring BSs, thus no central coordinator
is needed.

In [17], a typical user is served by the small cell BSs (SBSs)
caching the requested file within a circle of certain radius
centered at the typical user, which is similar to our work.
But [17] assumes the caching capacity of each SBS is one,
and thus can not show the impact of the caching capacity.
Distributed caching of content in small cells and cooperative
transmissions from nearby are combined to improve caching
performance in [18]. In [19], Peng et al. first considered a
single-cell scenario and derived a closed-form expression for
maximizing the user success probability which helps reveal
the impact of various parameters, then considered a multi-
cell scenarios and provided a bisection search algorithm to
find the optimal cache size allocation. In [20], it discussed the
security issue in industrial networks. In [21], Mehrnaz et al.
modelled the locations of the users as a uniform Binomial
Point Process which is different from the traditional Poisson
Point Process and derived a genetic framework to analyze
the coverage probability and evaluate the optimal caching
probability.

BS sleeping is a key technique to improve the overall
network energy efficiency. Studies have shown that BSs are
largely under-utilized, i.e., the fraction of time during which
traffic load remain below 10% is estimated to be 30% in
weekdays and 45% at weekends [22]. Most existing caching
strategies in the literature focus on the optimization of content
placement only without considering the densities of activated
BSs [23]–[25], which do not give practical guideline for
the activation of the cache-enabled BSs to serve users with
different geographical distributions. Therefore it is essential to
jointly optimize the densities of the activated BSs and content
placement to match users’ demand.

Motivated by this, we jointly optimize content placement
and active BSs’ densities at each tier of cache-enabled Het-
Nets with considerations on the cache capacities of BSs and
total BS energy consumption cost. To accommodate different
user distributions, we consider both mutually independent
homogeneous PPP based user distribution and the modified
Cluster Process (mCP) distributions [26] for the heterogenous
user distribution. We adopt the probabilistic content placement
strategy, and for the simplicity of mathematical analysis,
we suppose that the BSs belonging to the same tier cache
the same files with the same probability. Each tier of BSs has
different cache capacities and energy consumption costs, so the
densities of active BSs at each tier will be optimized to achieve
the optimal performance given a total energy consumption
cost. We use the total missing probability as the performance
metric which has been widely used in the literature [9], [12],
and we will see that it is usually not optimal to caching the
most popular files to its caching capacity limit.

The main contributions of this paper are summarized as
follows:

• We derive the total missing probability in closed form as
a function of the content placement probabilities and acti-

Fig. 1. (a) An example of a 3-tier HetNet with users distributed as a
homogeneous PPP with density λu, and BSs at the k-th tier are modelled as
an independent homogeneous PPP with density λk and coverage radius rk;
(b) a mCP in which the e-th cluster having the radius se and users distributed
as a homogeneous PPP with density λue .

vated BSs densities at each tier when the user distribution
follows a PPP, by extending the analysis in [11].

• We prove that the joint optimization of the content
placement and activated BSs densities can be transformed
to a convex optimization problem and reformulate it into
a geometric program (GP) problem which can be readily
solved.

• By analyzing the Karush-Kuhn-Tucker (KKT) conditions
[27], we prove that although different tiers have different
content placement probabilities and BS densities. Based
on this result, we further propose a low-complexity
algorithm that can achieve the near-optimal performance.

• We extend the joint optimization to a more realistic user
distribution model characterized by the mCP, and show
that GP can be used again to optimally solve the problem.

The rest of this paper is organized as follows. The system
model is presented in Section II. We formulate the optimiza-
tion problem in Section III. Solution and analysis are provided
in Section IV. In Section V, we extend the PPP distribution
of the users to a mCP distribution. Simulation results and
discussions are given in Section VI, followed by conclusions
in Section VII.

II. SYSTEM MODEL

We consider a heterogeneous circular cellular network com-
prising of K different types of BSs. At the k-th tier, BSs are
deployed with the total density λtotal

k , but only part of them
are activated. Activated BSs at the k-th tier are modelled as
a homogeneous PPP distributed in the plane denoted by Φk,
with its density λk. Suppose that BSs at the same tier has
the same caching size denoted by Ck , and the same effective
coverage radius denoted by rk, ∀k = 1, 2, . . . , K . A user can
get the requested file cached in an activated BS belonging to
the k-th tier if and only if the distance between the user and
the BS is less than or equal to rk [11], [12]. For users in
a circular area, there are two kinds of hypothesises on their
distributions as illustrated in Fig. 1:

i) the independent homogeneous PPP denoted by Φu

[25], which has the density λu, and radius s denoted
in Fig. 1(a).

ii) the mCP with the e-th cluster denoted by Φue [26],
which has the density λue , and the radius se, illustrated
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in Fig. 1(b). Within each cluster, users are distributed as
a homogeneous PPP as shown in Fig. 1(a).

We will focus on the analysis and optimization for the PPP
user distribution in Section III and IV, and then extend the
results to the mCP user distribution in Section V.

We assume that there is a finite file library which contains
F files with normalized unit size. We denote the f -th most
popular file as cf , and its request popularity as qf that follows
a general distribution. Without loss of generality, we assume
the files are sorted according to a descending order of qf and∑F

f=1 qf = 1. We assume the file library is large and cannot
be stored at any single BS, i.e., F � Ck, ∀k = 1, · · · , K .

We adopt a probabilistic caching model where the files are
independently stored with the same probability at all BSs of
the same tier [11]. We can then express the content placement
probability matrix below:

P K×F =

⎛
⎜⎝

p11 . . . p1F

...
. . .

...
pK1 · · · pKF

⎞
⎟⎠ , (1)

where pkj denotes the probability of the j-th file cached at a
k-th tier BS. Obviously we need

∑F
j=1 pkj ≤ Ck, ∀k due to

the cache capacity constraint.

III. PROBLEM FORMULATION

We first consider the users that are distributed according to
a homogeneous PPP distribution Φu with its density denoted
by λu, i.e., the first case described in Section II. We choose
the total missing probability as the performance metric, which
is the probability that a typical user can not find the requested
files from caches at activated BSs of all tiers within the cover-
age area. Then we will derive the total missing probability, and
then formulate the problem of jointly optimizing the content
placement probabilities and activated BS densities.

We define a point set for the activated BSs of k-th tier with
a radius rk:

Brk
= {v|‖v‖ ≤ rk}, (2)

where v denotes the location of the BS and ‖.‖ denotes the
Euclidean norm. For a typical user located at the origin o,
it can get the file cached from the k-th tier BS located at v
if v ∈ Brk

. Then, according to the PPP distribution of the
BSs, we can determine the probability that, there are nk BSs
located in Brk

at the k-th tier, as:

P{Φk(Brk
) = nk} = exp(−λkπr2

k)
(λkπr2

k)nk

nk!
. (3)

When the typical user requires the file f , the probability
that the user can not find the file in the BSs belonging to the
k-th tier is (1 − pkf )nk . To derive the average probability that
the typical user can not find the file f at the whole tier k,
we take the expectation of (1 − pkf )nk , which leads to

Ekf = Enk
[(1 − pkf )nk ]

=
∑∞

nk=0
(1 − pkf )nkP{Φk(Brk

) = nk}. (4)

Now we can obtain the average probability that the typical
user can not find the file f at all tiers using the assumptions
that BSs at different tiers are independently distributed:

Ef =
K∏

k=1

Ekf . (5)

So we get the total missing probability f0 by considering all
files in the library:

f0 =
∑F

f=1
qfEf

=
∑F

f=1
qf

K∏
k=1

∑∞
nk=0

(1 − pkf )nkP{Φk(Brk
) = nk}

=
∑F

f=1
qf

K∏
k=1

×
[

exp(−λkπr2
k)

∑∞
nk=0

(
(1 − pkf )λkπr2

k

)nk

nk!

]
. (6)

The above total missing probability f0 has a complicated
expression, so we first simplify this formula as follows.
According to the Taylor formula:

exp(x) =
∑∞

k=0

xk

k!
, (7)

we get

∑∞
nk=0

(
(1 − pkf )λkπr2

k

)nk

nk!
= exp((1 − pkf )λkπr2

k), (8)

and after simple substitution, we can derive the following
result for the total missing probability f0:

f0 =
∑F

f=1
qf

K∏
k=1

exp(−λkπr2
kpkf )

=
∑F

f=1
qf exp(−

∑K

k=1
λkπr2

kpkf ). (9)

With the above simplified objective function, we can formu-
late the optimization problem of minimizing the total missing
probability subject to the cache capacity and cost constraints
as follows:

P0 : min
{pkf ,λk}

f0 (10)

s.t.
∑F

f=1
pkf ≤ Ck, ∀ 1 ≤ k ≤ K, (11)∑K

k=1
tkλkπr2

k ≤

Tλuπs2 −
∑K

k=1
βkλtotal

k πr2
k, (12)

0 ≤ λk ≤ λtotal
k , 1 ≤ k ≤ K,

0 ≤ pkf ≤ 1, ∀ 1 ≤ k ≤ K, 1 ≤ f ≤ F.

In P0, Eq. 11 is due to the cache size limit of BSs at each
tier. Eq. 12 reflects the total energy consumption cost of K-tier
BSs. We define αk as the energy consumption cost of an active
BS, and βk as the energy consumption cost of a sleep BS at
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the k-th tier. So the total energy consumption cost constraint
can be described as follows:∑K

k=1
αkλkπr2

k +
∑K

k=1
βk(λtotal

k − λk)πr2
k � Tλuπs2,

(13)

where the total energy consumption cost is in proportion to
the total number of users λuπs2 with a cost coefficient T .
For mathematical convenience, Eq. 13 can be reformulated to
Eq. 12 by defining tk � αk − βk, where the right hand side
is a constant.

IV. SOLUTIONS AND ANALYSIS

The problem P0 is complicated to solve because the content
placement probabilities and activated BS densities are coupled
together across different tiers. In the following, we will first
convert it to a convex optimization problem and then convert
the convex optimization problem to geometric programming
(GP) problem that can be efficiently solved. We further inves-
tigate the analytical properties of the optimal content place-
ment probabilities, and propose a near-optimal low-complexity
algorithm.

A. Reformulation to a GP Problem

To reformulate the problem P0, we need to use new nota-
tions for ease of composition. First, we define some new
variables:⎛
⎜⎜⎜⎝

λ1πr2
1p11 λ1πr2

1p12 · · · λ1πr2
1p1F

λ2πr2
2p21 λ2πr2

2p22 · · · λ2πr2
2p2F

...
...

. . .
...

λKπr2
KpK1 λKπr2

KpK2 · · · λKπr2
KpKF

λ1

λ2

...
λK

⎞
⎟⎟⎟⎠

�

⎛
⎜⎜⎜⎝

z1 zK+1 · · · z(F−1)×K+1

z2 zK+2 · · · z(F−1)×K+2

...
...

. . .
...

zK z2K · · · zF×K

zF×K+1

zF×K+2

...
z(F+1)×K

⎞
⎟⎟⎟⎠ . (14)

Then we combine all new variables into a (F + 1) × K-
dimensional vector z :

z = [ z1 · · · zK · · · · · · zF×K+1 · · · z(F+1)×K ]T .

(15)

Second, we introduce some vectors as follows.
• o is a K-dimensional zero vector.
• w is a K-dimensional all-one vector.
• uk, 1 ≤ k ≤ K , is a K-dimensional vector with the k-th

element being 1 and the rest elements being 0.
Now, we construct some (F + 1)K-dimensional vectors

using o,w,uk:
• af , ∀1 ≤ f ≤ F , with elements indexed from (f−1)K+

1 to (f − 1)K + K being −1, and the rest being 0. For
example, a1 =

[ −wT oT · · · oT oT
]T

.

• bk =
[
uT

k uT
k · · · uT

k −πr2
kCkuT

k

]T
, ∀1 ≤ k ≤ K .

• g = 1
Tλuπs2−�K

k=1 βkλtotal
k πr2

k[
oT oT · · · oT

∑K
k=1 tkπr2

ku
T
k

]T

.

• ck =
[
oT oT · · · oT −uT

k

]T
, ∀1 ≤ k ≤ K .

• e(f−1)×K+k, ∀1 ≤ f ≤ F, 1 ≤ k ≤ K , with [(f −
1) × K + k]-th element being 1, the [F × K + k]-th
element being −πr2

k, and the rest being 0. For example,
e(F−1)×K+K =

[
oT oT · · · uT

K −πr2
KuT

K

]T
.

• d(f−1)×K+k, ∀1 ≤ f ≤ F, 1 ≤ k ≤ K , with the [(f −
1)×K +k]-th element being −1, and the rest equal to 0.
For example, d(F−1)×K+K =

[
oT oT · · · −uT

K oT
]T

.

With the above notations, the original objective function f0

becomes

f0 =
∑F

f=1
qf exp(−

∑K

k=1
λkπr2

kpkf )

=
∑F

f=1
exp

[
aT

f z + ln(qf )
]
, (16)

and we can transform P0 into the following optimization
problem:

P1 : min
z

∑F

f=1
exp

[
aT

f z + ln(qf )
]

(17)

s.t. bT
k z � 0, ∀1 � k � K, (18)

gT z − 1 � 0,

cT
k z � 0, ∀1 � k � K,

−(λtotal
k )−1cT

k z − 1 � 0, ∀1 � k � K,

eT
(f−1)×K+kz � 0, ∀1 � k � K,

1 � f � F, (19)

dT
(f−1)×K+kz � 0, ∀1 � k � K, 1 � f � F.

Note that the Eq. 18 comes from the Eq. 11 in problem P0,
i.e., ∑F

f=1
pkf � Ck ⇔

∑F

f=1
λkπr2

kpkf − λkπr2
kCk

� 0 ⇔ bT
k z � 0 (20)

where we assume that λk > 0 without the loss of generality,
since we can remove the tier with density equals to zero. The
Eq. 19 is due to the constraint pkf ≤ 1, i.e.,

pkf � 1 ⇔ λkπr2
kpkf − λkπr2

k � 0 ⇔ eT
(f−1)×K+kz � 0.

(21)

Note that ex is convex and aT
f z + ln(qf ) is affine, and all

constraints are linear, therefore P1 is convex.
Notice that the optimization problem P1 is a special form

of the GP optimization, and in the following we will further
convert it into a standard GP problem. To do so, we define a
new vector variable y = [y1, · · · , yF×K ] below,⎛
⎜⎜⎜⎝

exp(z1) exp(zK+1) · · · exp(z(F−1)×K+1)
exp(z2) exp(zK+2) · · · exp(z(F−1)×K+2)

...
...

. . .
...

exp(zK) exp(z2×K) · · · exp(zF×K)

⎞
⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎝

y1 yK+1 · · · y(F−1)×K+1

y2 yK+1 · · · y(F−1)×K+2

...
...

. . .
...

yK y2×K · · · yF×K

⎞
⎟⎟⎟⎠ or yi = exp(zi). (22)
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Define variables hk = exp(λk), ∀1 ≤ k ≤ K . We can
reformulate P1 into the following optimization problem:

P2 : min
y,{hk}

∑F

f=1
qf

∏K

k=1
(y(f−1)×K+k)−1

s.t.
∏F

f=1
y(f−1)×K+k ≤ hk

πr2
kCk , ∀1 ≤ k ≤ K,∏K

k=1
hk

πr2
ktk ≤

exp(Tλuπs2 −
∑K

k=1
βkλtotal

k πr2
k),

y(f−1)×K+k≤hk
πr2

k , ∀1≤k≤K, 1≤f ≤ F,

y(f−1)×K+k ≥ 1, ∀1 ≤ k ≤ K, 1 ≤ f ≤ F,

hk ≥ 1, ∀1 ≤ k ≤ K,

hk ≤ eλtotal
k , ∀1 ≤ k ≤ K. (23)

It is easy to see that the optimization problem P2 is a standard
GP problem [28], so it can be readily solved using the CVX
toolbox [29].

B. Analytical Properties of the Content Placement
Probabilities

In this section, we will investigate the analytical properties
in order to gain insights about the optimal content placement
probabilities across different tiers and devise a more efficient
algorithm that achieve the near-optimal performance.

Notice that the optimization problem P1 is convex, so we
can use the KKT conditions to derive useful analytical results.
The Lagrangian function is

L(z, μ1, μ2, μ3, μ
,
3k, μ4, μ5)

=
∑F

f=1
exp

[
aT

f z + ln(qf )
]

+
∑K

k=1
μ1kbT

k z + μ2(gT z − 1) +
∑K

k=1
μ3kcT

k z

+
∑K

k=1
μ,

3k[−(λtotal
k )−1cT

k z− 1]

+
∑F

f=1

∑K

k=1
μ4[(f−1)×K+k]e

T
(f−1)×K+kz

+
∑F

f=1

∑K

k=1
μ5[(f−1)×K+k]dT

(f−1)×K+kz (24)

where μ1, μ2, μ3, μ,
3, μ4, μ5 denote non-negative dual vari-

ables associated with the constraints.
From the KKT condition ∂L

∂z(f−1)K+k
= 0, we can obtain

the following result:

qf exp(−
∑K

k=1
λkπr2

kpkf )

= exp[aT
f z + ln(qf )]

= μ1k + μ4[(f−1)K+k] − μ5[(f−1)K+k],

∀k = 1, 2, . . . , K, f = 1, 2, . . . , F, (25)

which will be used to derive useful insight in Theo-
rem 1 below. We define μ4kf � μ4[(f−1)×K+k], μ5kf �
μ5[(f−1)×K+k] for easy notation.

Theorem 1: There are the same set of files cached with
probability 1 and the same set of files cached with probability
0, at all different tiers. In other words, all tiers store the
same files, and there exists a lower threshold L and an upper

threshold U of file indices, such that pkf = 1 when the file
index f ≤ L, and pkf = 0 when f > U,∀k.

Proof : Because we have assumed an ordered file pop-
ularity probabilities q1 ≥ q2 ≥ . . . ≥ qF , it must hold that
pk1 ≥ pk2 ≥ . . . ≥ pkF , ∀k. For the k-th tier of the HetNet,
we define a lower threshold Lk and an upper threshold Uk of
file indices as follows:

pkf

⎧⎪⎨
⎪⎩

= 1, 0 < f ≤ Lk ⇒ μ5kf = 0;
∈ (0, 1), Lk < f ≤ Uk ⇒ μ4kf = μ5kf = 0;
= 0, Uk < f ≤ F ⇒ μ4kf = 0.

(26)

So the KKT condition, Eq. 25, can be simplified in the
following cases:

• when 0 < f ≤ Lk, we have

qf exp(−
∑K

k=1
λkπr2

kpkf ) = μ1k + μ4kf . (27)

• when Lk < f ≤ Uk, the condition becomes

qf exp(−
∑K

k=1
λkπr2

kpkf ) = μ1k. (28)

• when Uk < f ≤ F , the condition is

qf exp(−
∑K

k=1
λkπr2

kpkf ) = μ1k − μ5kf . (29)

Note that in Eq. 28, the left hand side is a function of the
file index f while the right hand side is a function of the file
index k, so we conclude that when Lk < f ≤ Uk,

qf exp(−
∑K

k=1
λkπr2

kpkf ) = μ1k = A = const. (30)

When f = Lk, pkLk
= 1 = pk(Lk−n), ∀0 < n < Lk

qLk
exp(−

∑K

k=1
λkπr2

kpkLk
)

= μ1k + μ4kLk

< qLk−n exp(−
∑K

k=1
λkπr2

kpk(Lk−n)). (31)

If μ4kLk
= 0 is also satisfied in Eq. 31, then we have

qLk
exp(−

∑K

k=1
λkπr2

kpkLk
) = A

< qLk−n exp(−
∑K

k=1
λkπr2

kpk(Lk−n)), (32)

where 0 < n < Lk. Otherwise,
qLk

exp(−∑K
k=1 λkπr2

kpkLk
) > A.

Depending on whether μ4kLk
= 0 or not, next we define

Lk
′ as

Lk
′ =

{
Lk − 1, μ4kLk

= 0;
Lk, μ4kLk


= 0.
(33)

Similarly, we define Uk
′ as

Uk
′ =

{
Uk + 1, μ5k(Uk+1) = 0;
Uk, μ5k(Uk+1) 
= 0.

(34)

Now we can conclude that ∀k,

qLk
′ exp(−

∑K

k=1
λkπr2

kpkLk
′) 
= A


= qUk
′+1 exp(−

∑K

k=1
λkπr2

kpk(Uk
′+1)). (35)
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Next we proceed to prove that Lk is the same for all K tiers
by contradiction. For any two different tiers k1, k2, if Lk1

′ 
=
Lk2

′, without loss of generality, we suppose Lk1
′ > Lk2

′.
Then for the k1-th tier, according to Eq. 35, we have

qLk1
′ exp(−

∑K

k=1
λkπr2

kpkLk1
′) 
= A. (36)

According to Eq. 30, when Lk2
′ < f ≤ Uk2

′,

qf exp(−
∑K

k=1
λkπr2

kpkf ) = A. (37)

Because Lk1
′ > Lk2

′, we have

qLk1
′ exp(−

∑K

k=1
λkπr2

kpkLk1
′) = A, (38)

which clearly contradicts the result in Eq. 36. The only way to
eliminate this contradiction is to rely on the result that Lk1

′ =
Lk2

′ must hold. So for all K tiers, the lower bound file indices
satisfy Lk

′ = L′, ∀k. Likewise, we can show that the upper
bound of the indices should also be the same across tiers,
i.e., Uk

′ = U ′, ∀k, then we get Lk = L, Uk = U, ∀k. This
completes the proof.

From Theorem 1, we can get some useful analytical results
about the objective function (total missing probability). We
define B = exp(−∑K

k=1 λkπr2
k), and then

f0 =
∑F

f=1
qf exp(−

∑K

k=1
λkπr2

kpkf )

=
∑L

f=1
qf exp(−

∑K

k=1
λkπr2

k)

+ (U − L)A +
∑F

f=U+1
qf

=
∑L

f=1
qfB + (U − L)A +

∑F

f=U+1
qf . (39)

It is observed that the total missing probability in Eq. 39 can
be decomposed into three parts. The first L files’ contribution
to the total missing probability is the sum of their popularity
probabilities multiplied by a decay factor B. The second part
is composed of files with indices between L and U . Each file
in this part has a contribution equal to the same constant A,
so their total contribution is (U−L)A. The third part are made
of those files that are not cached, so their contribution is the
sum of their popularity probabilities.

C. A Near-Optimal Low-Complexity Algorithm

Motivated by the results in Theorem 1, in this subsection,
we design a near-optimal low-complexity solution to find the
content placement probabilities. The BS densities {λk} will
still be solved using GP similar to P0 with reduced number of
variables. In the following we focus on deriving the solution
to the content placement probabilities with given BS densities.

For convenience, we define

Qf � qf exp(−
K∑

k=1

λkπr2
kpkf ), (40)

which can be seen as the contribution to the total missing
probability of the f -th file. Now we can derive the relation
between the lower threshold L (if L > 0) and the upper
threshold U .

First notice that

QL = qL exp(−
K∑

k=1

λkπr2
k) ≈ QL+1 = A, (41)

where the first equality is because pkf = 1, ∀f ≤ L, ∀k
and the last equality comes from Eq. 30. The approximation
is because of the intuition that the two adjacent L-th and
(L +1)-th files have similar contributions to the total missing
probability.

Next we approximate A as

A = qU exp(−
K∑

k=1

λkπr2
kpkU ) ≈ qU , (42)

where the equality is due to Eq. 30 and the approximation is
due to the fact that pkU ≈ 0.

Combining Eq. 41 and 42, we can get

qL exp(−
K∑

k=1

λkπr2
k) ≈ qU , (43)

which is very useful because it characterizes the relation
between L and U and also helps design the near-optimal
algorithm. Once L is known, the closest U can be easily
estimated via Eq. 43. The optimal L can be found by exhausted
search from 1 to min{Ck} − 1, and L = 0 will be treated as
a special case because only U needs to be searched.

When L and U are known, the remaining task is only to
calculate pkf , ∀L < f ≤ U, ∀k, because pkf = 1 for 1 ≤ f ≤
L and pkf = 0 for f > U . Again we will use Eq. 30 and
Eq. 42 to find an approximated solution.

Combining Eq. 30 and 42, we can have the following
approximation for pkf when L < f ≤ U :

qf exp(−
K∑

k=1

λkπr2
kpkf ) ≈ qU . (44)

For a given file f , based on Eq. 44 alone, we can not solve
K unknown quantities pkf for 1 ≤ k ≤ K . In order to find an
approximated solution, we will need an additional assumption
on the relation between these K unknowns.

According to Theorem 1, all tiers in the HetNets share the
same lower threshold L and upper threshold U . Ck −L is the
remaining cache capacity for the rest files that are not cached
with probability 1. To decrease the algorithm complexity,
a simple yet intuitive choice is to impose linear dependence
between content placement probability of each tier, i.e.,

pkf =
Ck − L

CK − L
pKf , 1 ≤ k ≤ K. (45)

Numerical simulation will show this heuristic solution will
provide good approximation to the optimal content placement
popularity.

With Eq. 44 and 45, we can easily solve the approximated
pkf . If some quantities of pkf are greater than 1 which
are invalid, they will be reduced to 1. We observe that if
the content library size F is much greater than the caching
capacity of the base stations, we normally get valid solution
pkf < 1.
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Algorithm 1 The Proposed Near-Optimal Low-Complexity
Algorithm

1: Initialise the densities {λk} of each tier, a threshold ε,
iteration index i = 1 and f0(0) = 0, f0(1) = 1.

2: while |f0(i) − f0(i − 1)| ≥ ε do
3: for c = 1 to min{Ck} − 1 do
4: Find the closest Uc that satisfies (43).
5: Given L = c and U = Uc, calculate the caching

probability matrix PK×F
(c) using (44) and (45).

6: Calculate the total missing probability f
(c)
0 using

PK×F
(c) and given {λk}.

7: end for
8: Find the optimal caching probability matrix PK×F (iopt),

where iopt = argc min f
(c)
0 , and update f0(i) = f

(iopt)
0 .

9: Optimize the activated BS densities {λk} given the
caching probability matrix PK×F (iopt) using the GP
approach similar to P2.

10: Set i = i + 1.
11: end while

Based on the above analysis and derivation, we can sum-
marize the proposed near-optimal algorithm as follows.

It can be seen that because F � K , the complexity of
solving only K variables {λk} in the above Step 9 is much
lower than the optimal solution that requires solving P0 with
both variables {λk} and {pkf}. The comparison results of both
performance and complexity between the optimal solution and
the near-optimal solution will be presented in Section VI.

V. EXTENSION TO THE MCP MODEL OF USER

DISTRIBUTION

In this section, we extend the previous study to the user
distribution modelled by the mCP. The mCP shown in Fig. 1(b)
can be viewed as the assemble of E different PPP clusters
in Fig. 1(a). Suppose there are E different circular clusters
in a 2D-plane where the e-th cluster is centered at we and
has the radius se. We assumes that in each cluster users are
distributed according to the PPP with the density denoted as
λue , where e = 1, 2, . . . , E. In each cluster there exists a
K-tier heterogeneous network distributed as the K mutually
independent homogeneous PPP, with the density matrix λBS

defined as follows:

λBS =

⎛
⎜⎜⎜⎝

λ11 λ12 · · · λ1E

λ21 λ22 · · · λ2E

...
...

. . .
...

λK1 λK2 · · · λKE

⎞
⎟⎟⎟⎠ , (46)

where λke denotes the density of active BSs at the k-tier of the
e-th cluster, and the associated coverage radius is rk . λtotal

ke

denotes the total density of BSs including the active BSs and
sleeping BSs at the k-tier of the e-th cluster. We define the
content placement probability matrix in the e-th cluster as

Fig. 2. Content placement probabilities of a single-tier network with different
cost coefficients T .

follows:

P (e) =

⎛
⎜⎜⎜⎜⎝

p
(e)
11 p

(e)
12 · · · p

(e)
1F

p
(e)
21 p

(e)
22 · · · p

(e)
2F

...
...

. . .
...

p
(e)
K1 p

(e)
K2 · · · p

(e)
KF

⎞
⎟⎟⎟⎟⎠ . (47)

We further assume that the distance between any two adjacent
clusters is large enough or orthogonal resources are used,
so that any adjacent clusters will not interfere each other.
Similar to the single-cluster case, we aim to minimize the
overall missing probability subject to the cache capacity and
energy consumption cost constraints. We choose the objective
function to be a weighted sum of individual clusters’ missing
probabilities and the weight is in proportion to the number
of users in each cluster. Mathematically, the optimization
problem for the mCP user distribution model is formulated as

min
{p

(e)
kf ,λke}

E∑
e=1

λueπs2
e

F∑
f=1

qf exp
(
−

K∑
k=1

λkeπr2
kp

(e)
kf

)
E∑

e=1
λueπs2

e

s.t.
∑F

f=1
p
(e)
kf ≤ Ck, ∀k=1, 2, . . . , K, e = 1, 2, . . . , E,

E∑
e=1

K∑
k=1

tkλkeπr2
k ≤

T (
E∑

e=1

λueπs2
e) −

∑K

k=1

∑E

e=1
βkλtotal

ke πr2
k,

0 ≤ λke ≤ λtotal
ke , ∀k = 1, 2, . . . , K, e = 1, 2, . . . , E,

0 ≤ p
(e)
kf ≤ 1, ∀k = 1, 2, . . . , K,

f = 1, 2, . . . , F, e = 1, 2, . . . , E, (48)

where Ck is the cache capacity of a BS at the k-th tier of the
l-th cluster, tk is the energy consumption cost of activating
a BS at the k-th tier of the e-th cluster, and the total energy
consumption cost is in proportion to the total number of users
in all clusters with a cost coefficient T .

It is not difficult to see that the Eq. 48 and the Eq. 10 have
the similar structure and the Eq. 48 can also be transformed
into a GP. For convenience, we give the final reformulated GP
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problem below:

P3 :

min
{y

(e)
(f−1)×K+k

,hke}

∑E

e=1
λueπs2

e

∑F
f=1 qf

(∏K
k=1 y

(e)
(f−1)×K+k

)−1

∑E
e=1 λueπs2

e

s.t.
∏K

k=1
y
(e)
(f−1)×K+k ≤ (hke)

πr2
keCk , ∀e = 1, · · · , E,∏E

e=1

∏K

k=1
(hke)

tkπr2
k

≤ exp
[
T

(∑E

e=1
λueπs2

e

)

−
∑K

k=1

∑E

e=1
βkλtotal

ke πr2
k

]
,

hke ≥ 1,

hke ≤ exp(λtotal
ke ),

y
(e)
(f−1)×K+k ≤ (hke)

πr2
k ,

y
(e)
(f−1)×K+k ≥ 1. (49)

Once the optimal {y(e)
(f−1)×K+k, hke} is found,

the original variables {λke, p
(e)
kf } can be solved via the

transformations hke = exp(λke) and y
(e)
(f−1)×K+k =

exp(λkeπr2
kp

(e)
kf ), ∀e, k, f .

VI. PERFORMANCE EVALUATION

In this section, computer simulations are carried out to
assess the performance of the proposed algorithms. The pro-
posed joint content placement and BS activation scheme for
K-tier HetNets will be compared with the fixed BS deploy-
ment and homogeneous networks. We assume the request
popularity qf for the f -th most popular file follows the Zipf
distribution, i.e,

qf =
f−γ∑F

f=1 f−γ
, (50)

where γ denotes the Zipf parameter.
We consider a library with F = 500 files, cost coefficient

λuπs2 = 25 and Zipf parameter γ = 1 unless otherwise
specified. Generally, we normalize the effective radius r of
tier-1 in HetNets, which represents 0.5km, and normalize the
sleeping BS energy consumption cost β of tier-1 in HetNets,
which represents 10W . So, the units of some parameters
are as follows: r : 0.5km; s : km; λu : user/km2;
t, β : 10W . For example, there are r = (1, 0.8, 0.4, 0.2),
β = (1, 0.8, 0.4, 0.2), t = (10, 8, 4, 2), which means r =
(0.5km, 0.4km, 0.2km, 0.1km), β = (10W, 8W, 4W, 2W ),
t = (100W, 80W, 40W, 20W ).

A. The Impact of System Parameters on Content Placement
Probabilities and Densities of HetsNets

We first study the impact of system parameters on the
total missing probability, including the cost coefficient T ,
Zipf distribution’s parameter γ and caching size Ck. For

Fig. 3. Content placement probabilities of a 4-tier networks with different
cost coefficients T .

comparison purposes, we show the results for both single-tier
homogeneous and multi-tier HetNets.

1) Cost Coefficient T : We evaluate the content placement
probability of a single-tier network with different cost coef-
ficients T or equivalently the BS density λ in Fig. 2. Some
other parameters are set as follows: r = 1, C = 100, t = 10,
β = 1, λtotal = 4. Because the BSs’ caching capacity is
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Fig. 4. Content placement probabilities vs. caching capacity of a single-tier
network.

limited, Fig. 2 shows that the BSs tend to store some most
popular files with probability approximately 1 while avoiding
caching the files less popular as T or the BS density decreases.
When the cost coefficient T increases, the trend goes to the
opposite, i.e., the BSs tends to increase the file diversity to
achieve better performance.

The results are different in a 4-tier HetNet shown in Fig. 3.
The parameters are set as follows: r = (1, 0.8, 0.4, 0.2),
C = (100, 80, 40, 20), t = (10, 8, 4, 2), β = (1, 0.8, 0.4, 0.2),
λtotal = (0.1, 0.5, 1, 2). In Fig. 3, there are no files cached
by the BSs with probability 1 because of the cooperation of
the HetNets. But, the first tier (Fig. 3(a)) and the second tier
(Fig. 3(b)) have similar caching probability characteristics as
that in Fig. 2. However, Fig. 3(c) and 3(d) show a different
characteristic: BSs at the 3rd and 4th tiers do not cache the
most popular files with the same high probability when the cost
coefficient T is small, and this is because of the constraint of
small caching capacities at the 3rd and 4th tiers and there are
not enough cache capacities at these tiers.

2) Cache Capacity {Ck}: In Fig. 4, we show the impact of
the cache capacity on the content placement probability for a
single-tier network. Some other parameters are set as follows:
r = 1, t = 10, β = 1, λtotal = 4, T = 1.5. As expected, as C
increases, more files are stored with probability 1. Intuitively,
when C = F = 500, the content placement probability of
each file is equal to 1. In Fig. 5, we investigate how the
cache capacities influence the content placement probability
of each file for a 4-tier HetNet. Some other parameters are set
as follows: r = (1, 0.8, 0.4, 0.2), and t = (10, 8, 4, 2), β =
(1, 0.8, 0.4, 0.2), λtotal = (0.1, 0.5, 1, 2), T = 1.05. The
results show that the cache capacity has more direct influence
on the upper threshold of the content placement probabilities
in HetNets, but usually the lower threshold is still equal
to 0 as the cache capacity increases. While for single-tier
networks, cache capacity will affect both the lower and the
upper thresholds of the content placement probabilities.

3) The Impact of the Zipf Parameters γ: The impact of
the Zipf parameter γ on the content placement probabilities
in the single-tier network is shown in Fig. 6 with other
system parameters set as follows: r = 1, C = 100, t = 10,
β = 1, λtotal = 4, T = 1.50. It is observed that γ has a
similar impact on the content placement probabilities as the
cost coefficient T . When γ increases, the BSs tend to cache

Fig. 5. Content placement probabilities vs different caching capacity of a
4-tier network.

Fig. 6. Content placement probabilities vs. Zipf parameters γ in a single-tier
network.

more most popular files with the probability approximately
1 and ignore the less popular files. Similar results are produced
in Fig. 7(a) and 7(b) for a 4-tier HetNet. There does exist
some differences between the single-tier network and HetNet.
When γ increases, the single-tier network tends to cache the
most popular files with probability 1, while in HetNets, they
usually cache the most popular files with a probability less
than 1. In Fig. 7(c) and 7(d), we assume very limited cache
size allocated to the 3rd and 4th tiers, so we can see a
quite different characteristic: the caching probability decreases
rapidly as the file index increases. This is the result of limited
cache capacities at the 3rd and 4th tiers.

4) Simulations of Densities of HetNets: The impact of the
Zipf parameter γ and energy consumption cost coefficient
T on the densities of 4-tier HetNets is shown in Fig. 8.
In Fig. 8(a), some other parameters are set as follows: γ = 0.8,
r = (1, 0.8, 0.4, 0.2), C = (50, 40, 30, 25), t = (5, 4, 3, 2.5),
β = (0.5, 0.4, 0.3, 0.25), λtotal = (0.5, 1, 5, 25). In Fig. 8(b),
some other parameters are set as follows: T = 1.2, r =
(0.5, 0.45, 0.4, 0.35), C = (50, 45, 40, 35), t = (5, 4.5, 4, 3.5),
β = (0.5, 0.45, 0.4, 0.35), λtotal = (2, 3, 5, 20). Fig. 8(a)
shows that densities of HetNets increase linearly with the cost
coefficient T , which coincides with Eq. 12. Fig. 8(b) shows
the change of optimal densities of HetNets as γ increases.
When γ ≤ 1.1, optimal densities of HetNets remain relatively
static. HetNets will gradually converge one single tier as the
content popularity distribution becomes more skewed.
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Fig. 7. Content placement probabilities vs. Zipf parameters γ in a 4-tier
network.

B. Multi-Tier Heterogeneous Networks

We continue to present simulation results specifically for
the HetNets.

1) Simulation Verification of Theorem 2: Next we
validate the results in Theorem 2 for a 2-tier and 4-tier
HetNets in Fig. 9(a) and 9(b), respectively. In Fig. 9(a),
some other parameters are set as follows: r = (1, 0.8),

Fig. 8. Densities of 4-tier HetNets.

Fig. 9. Verification of the thresholds in Theorem 2 for different heterogeneous
networks.

C = (110, 50), t = (10, 5), β = (1, 0.5), λtotal = (0.5, 2),
T = 1.14. In Fig. 9(b), some other parameters are set as
follows: r = (1, 0.8, 0.4, 0.2), C = (100, 80, 40, 20), t =
(10, 8, 4, 2), β = (1, 0.8, 0.4, 0.2), λtotal = (0.1, 0.5, 1, 2),
T = 1.05. As we can see, different tiers have the same lower
and upper thresholds although they have different network
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Fig. 10. Comparisons between the optimal and the near-optimal algorithms.

parameters. In Fig. 9(b), the lower threshold L is equal to
0 for the 4-tier network. We can also find that when K ≥ 3,
BSs usually do not cache the files with probability 1 even
for the most popular ones. This is because the cooperation
of different tiers makes it unnecessary to cache the files with

Fig. 11. Comparison of the Total missing probability between the 2-tier
networks and single tier network.

Fig. 12. Comparison of joint optimization of caching placement and BSs
deployment, optimization of the caching placement only, and near-optimal
low-complexity algorithm.

probability 1 so that more cache space can be saved for the
less popular files to increase caching diversity.

2) Performance Evaluation of the Near-Optimal Low-
Complexity Algorithm: Next, we will present comparisons
between the optimal and the near-optimal algorithms in Fig. 10
in a 4-tier HetNet. Relevant parameters are set as follows:
r = (1, 0.8, 0.4, 0.2), C = (50, 40, 30, 25), t = (5, 4, 3, 2.5),
β = (0.5, 0.4, 0.3, 0.25), λtotal = (0.5, 1, 5, 25), γ = 0.8.
In Fig. 10(a) and 10(b), we show the content placement
probabilities of the optimal and the near-optimal solutions with
different cost coefficients T . It is observed that except for the
4-th tier, the content placement probabilities of the optimal
solution and the near-optimal solutions match each other. The
gap for the 4-th tier is mainly because of our assumption in
Eq. 45. In Fig. 10(c), we can see that the resulting total missing
probability of the near-optimal algorithm is almost identical to
the optimal solution. In Fig. 10(d), we compare the running
time of the optimal and the near-optimal algorithms. For a con-
tent library that contains F = 500 files, two algorithms show
the similar running time. When F increases, the gap of running
time between two algorithms increases very rapidly. We found
that the optimal algorithm can not handle a content library with
F > 3000 using CVX, while the near-optimal algorithm can
deal with a content library containing F = 50000 files. These
results verify the performance of the near-optimal algorithm
and demonstrate its advantage of reduced complexity.

3) A 2-Tier HetNet vs a Single-Tier Network: Here we
compare the total missing probability of the optimal HetNet
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Fig. 13. Content placement probabilities in different clusters in the mCP
model.

with the optimal single-tier network under the same conditions
in Fig. 11. The system parameters are set as follows: the
2-tier network, r = (1, 0.4), C = (100, 40), t = (8, 4.1),
β = (0.8, 4.1), λtotal = (1.20, 5.37); and the single-tier
network 1, r = 1, C = 100, t = 8, β = 0.8, λtotal = 1.64; the
single-tier network 2, r = 0.4, C = 40, t = 4.1, β = 0.41,
λtotal = 20. For fairness of comparison, the coefficient T

related to the BS deployment cost is set to be the same for the
2-tier HetNet and each single-tier network. When we increase
T , the density of different tiers will increase correspondingly.
In Fig. 11, we can see that for a moderate T , the 2-tier
HetNet always leads to a much lower total missing probability,
and is superior to both single-tier networks. However, as T
decreases or increases, the performance of the HetNet will
gradually converge to that of one of the two single-tier
networks. This is expected because heterogeneity can provide
performance gain over homogeneous networks.

4) Joint Optimization of Content Placement and BS Deploy-
ment vs Optimization of the Content Placement Only:
In Fig. 12, we demonstrate the performance gain of joint
optimization of content placement and BS deployment for
a 4-tier HetNet. We compare it with the optimization of
the content placement alone given the same BS density
across different tiers under the same cost coefficient T . Some
other parameters are set as follows: r = (1, 0.8, 0.4, 0.2),
C = (100, 80, 40, 20), t = (10, 8, 4, 2), β = (1, 0.8, 0.4, 0.2),
λtotal = (0.5, 1, 5, 50). We can see that when T is small,
which means that the BS deployment density is small, joint
optimization will offer a significantly better performance.
When T increases which means that we densify the BSs,
the gap between the two schemes gradually narrows. This is
because when we place enough BSs on a plane, optimization
of the densities of different tiers is less important to the system
performance. We can also see that the near-optimal solution
is almost identical to the optimal one.

C. mCP Model for User Distribution

Finally, we evaluation the performance for a 4-cluster 3-tier
mCP model in Fig. 13. In our model, different clusters have
different content placement probabilities and BSs densities.
The model parameters are set as follows: s = (10, 9.6, 8.4, 7),
r = (1, 0.8, 0.4), C = (35, 25, 20), t = (7.5, 5.5, 4.5),
λu = (25, 28, 32, 40), β = (0.75, 0.55, 0.45), λtotal =
(1, 1, 1, 1; 1, 1, 1, 1; 5, 5, 5, 5), F = 100, T = 0.004. In each
cluster, we can still find the lower threshold. The trend of the
content placement probabilities in the mCP model is similar
to that in the PPP model.

VII. CONCLUSION

For IIoT, the application of low delay is particularly exten-
sive. In industry 4.0, it needs high reliability of network to
ensure the safety and efficiency of production process. Some
special situations in IIoT will require the improvement of
communications [30], [31]. In this work, we have jointly
optimized the content placement and the BS activation to
minimize the total missing probability in heterogeneous net-
works. We showed that the original optimization problem can
be converted to a convex optimization problem and can be
efficiently solved using the GP approach. We further derived
an analytical result that all tiers should cache the same set of
files with the probability 1, and also the same set files with
the probability 0. Based on this result, we devised an efficient
algorithm that can achieve near-optimal performance with
much reduced complexity. We also extended the optimization
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to deal with a more realistic heterogeneous network in which
the user distribution is modeled by the mCP. Numerical
simulations have verified our derivation and analysis, and
demonstrated significant performance improvement thanks to
the joint optimization of content placement probabilities and
BS densities.
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