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Abstract—Sparse representation and image hashing are power-
ful tools for data representation and image retrieval respectively.
The combinations of these two tools for scalable image retrieval,
i.e., Sparse Hashing (SH) methods, have been proposed in recent
years and the preliminary results are promising. The core of
those methods is a scheme that can efficiently embed the (high-
dimensional) image features into a low-dimensional Hamming
space while preserving the similarity between features. Existing
SH methods mostly focus on finding better sparse representations
of images in the hash space. We argue that the anchor set utilized
in sparse representation is also crucial, which was unfortunately
underestimated by the prior art. To this end, we propose a novel
SH method that optimizes the integration of the anchors such that
the features can be better embedded and binarized, termed as
Sparse Hashing with Optimized Anchor Embedding. The central
idea is to push the anchors far from the axis while preserving
their relative positions so as to generate similar hashcodes for
neighboring features. We formulate this idea as an orthogonality
constrained maximization problem and an efficient and novel
optimization framework is systematically exploited. Extensive
experiments on five benchmark image datasets demonstrate that
our method outperforms several state-of-the-art related methods.

Index Terms—Sparse Representation, Hashing, Retrieval, S-
calability, Orthogonality, Optimization

I. INTRODUCTION

Approximate Nearest Neighbor (ANN) search has become

a fundamental paradigm in various applications, such as image

recognition and image retrieval [1], [2]. Its aim is to find some

approximate nearest neighbors for a query from a collection

of data. To cope with large-scale data, many techniques

for fast ANN search have been proposed in the past. One

popular pathway is based on trees, e.g. kd-tree [3], which

has logarithmic retrieval complexity for low-dimensional data.

However, most tree-based methods may reduce to exhaustive

linear scanning for high-dimensional data because of the

curse of dimensionality. Another pathway, called hashing [4],

represents data by a sequence of binary codes. Benefiting
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from the binary representation, the storage can be dramatically

reduced and the search can be quite efficient, even with a large-

scale dataset [5], [6], [7], [8], [9], [10]. With proper designs,

hashing will not necessarily degrade the search accuracy. In

view of the above advantages, hashing methods have drawn

increasing attention recently from the industry and academia.

The key problem in hashing is how to embed the original

features, which are usually high-dimensional floating-point

number representations, into the low-dimensional binary Ham-

ming space while the similarity between the original features

can be preserved. Locality Sensitive Hashing (LSH) [11], as

the most notable and fundamental hashing method, adopts

random projections to generate hashcodes. Theoretically, the

Hamming distance between those hashcodes can progressively

approximate the Euclidean distance between the original fea-

tures. But in practice, very long hashcodes (say, 1, 024 bits)

are required in this approach so as to achieve satisfactory

performance. To address this issue, several learning based

methods have been proposed, such as PCA Hashing [12],

Spectral Hashing [13], and Iterative Quantization [14]. Though

better performance can be obtained, compared to LSH, these

methods still suffer from two shortcomings due to the linear

projections employed by them: 1) they may fail to preserve

the non-linear manifold structure of data; and 2) they may

achieve high precision but low recall as the feature space is

segmented so finely that data may be scatted in the Hamming

space, which leads to extremely low collision probability [15].

Alternatively, methods exploiting non-linear projections [6],

[16], [17] have gained increasing popularity due to their

superior performance. Specifically, these methods, thanks to

the non-linear projections, can better preserve the complicated

geometric structure of data, especially the manifold struc-

ture. One representative framework is called Sparse Hashing

(SH) [6], [16], [17], [18], [19], [20] since it is based on

the Sparse Coding (SC) that was successfully used in im-

age representation [21], [22], classification [23], and denois-

ing [24]. Basically, the algorithm is carried out by two forms

of transformation. First, a non-linear transformation converts

the original features to the sparse representations. Second, a

linear transformation further transfers the sparse representa-

tions generated in the previous step to the Hamming space.

Generally, non-linear SH methods are capable of overcoming

two shortcomings of the linear methods if a proper learning

strategy is deployed. However, these two problems, i.e., how

to generate effective sparse representations for hashing and

how to transform the sparse representation into the Hamming

space with data similarity preserved, still need to be solved.

In this paper, we propose a novel SH method, aiming at
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preserving the non-linear manifold structure of the original

features in the Hamming space. In particular, motivated by

Locally Linear Embedding (LLE) [25] and Anchor Graph [17],

we learn a non-linear locality-preserving dimension reduction

function via the sparse representation of data. This non-linear

function secures similar low-dimensional representations for

neighboring points. After such an effective dimension reduc-

tion, we can easily generate binary hashcodes from the em-

bedded low-dimensional features. When learning this function,

previous works [6], [16], [17], [18], [20] only looked into

the sparse representation of data but ignored the importance

of the anchors [17] utilized in constructing the sparse rep-

resentation. We notice that the low-dimensional embedding

of the anchors has a significant impact on the hash function.

Specifically, it is discovered that pushing anchors far from

axis while preserving the geometric structure of them during

the anchor embedding usually leads to high-quality hashcodes.

We investigate this phenomenon and mathematically formulate

the implementation of this idea to an orthogonality constrained

maximization problem which optimizes the anchor embedding

with the aim to avoid generating two different hashcodes for

neighboring low-dimensional points. With such an optimiza-

tion, the locality of original features can be well preserved and

better ANN search performance can be achieved. Moreover,

we put forward an efficient learning algorithm to solve the

complicated orthogonality constrained optimization problem.

The rest of this paper is organized as follows. In Section II,

we briefly describe some preliminaries and review the related

hashing works. The proposed SHODE is introduced detailedly

in Section III. The experimental results and discussion are

given in Section IV, and we draw conclusions in Section V.

II. PRELIMINARIES AND RELATED WORK

A. Formulation

Given a set of d-dimensional features X = [x1, ...,xn] ∈
R

d×n, we can design a hash function h(·) to generate k-

bit binary representations, i.e., hashcodes, for them as bi =
h(xi) ∈ {−1, 1}k1, such that the similarity between features

can be preserved, i.e., similar features have similar hashcodes.

This idea can be formulated as the following learning problem,

min
h

∑

i,j

sijdH(h(xi), h(xj)), s.t. C(h), (1)

where dH is the Hamming distance between hashcodes, sij is

the similarity between xi and xj , and C(h) is the constraints

applied to h, for example, we always expect the hashcodes to

be balanced (
∑

i bi = 0k) and uncorrelated (BBT = nIk).

Since it is difficult, if not impossible, to design an effective

hash function by directly converting X to hashcodes, a two-

step strategy is widely adopted [12], [13], [14], [16]. In the

first step, the original features X are projected into a k-

dimensional space as Y = [y1, ...,yn] ∈ R
k×n by a projection

function φ(·). Because we usually have k < d, this step

can be regarded as a dimension reduction step. Then, the

low-dimensional embedded representations Y are quantified

1In implementation, we can use {0, 1}. In fact, these two representations
are equivalent. So we use {−1, 1} in this paper for convenience as in [17].

TABLE I: Notations and descriptions in this paper

Notation Description Notation Description

X data matrix n #samples

Y projected matrix d #features

B binary Hashcode k #Hashcode

P projection matrix m #anchors

D anchor set p #NN

A sparse matrix t #iterations

S similarity matrix h, φ, ρ functions

R rotation matrix τ step size

into binary codes by, in most cases, the sign function as

B = [b1, ...,bn] = sign(Y), where sign(x) = 1 if x > 0 or

−1 otherwise. By doing so, the overall hash function becomes

h(·) = sign(φ(·)). In this way, learning h can be achieved by

learning φ instead. However, the sign function still makes the

learning intractable in many cases [13]. A common solution is

to remove the sign function and to further relax the learning

problem as a real-valued problem,

min
φ

∑

i,j

sijd(φ(xi), φ(xj)), s.t. C(φ). (2)

B. Linear Hashing

Several methods [13], [16], [26], [27], [28], [29] assume a

linear projection for φ, i.e., φ(x) = Px, where P ∈ R
k×d is a

linear projection matrix. After proper algebra operations and

transformations, the learning problem can be rewritten into a

simple formulation as follows:

max
P

tr(PXSXTPT ) , s.t. PPT = Ik, (3)

where tr(·) is the trace function, S = [sij ] is the similarity

matrix among training samples, and the orthogonal constraint

requires the selected directions to be uncorrelated. S de-

termines what kind of information is preserved depending

on the intentions of different methods. The statistics reveal

that the majority of existing works choose to preserve the

local manifold structure of data [13], [30]. After the above

assumption and operations, the problem defined in Eq. (3)

can be easily solved. However, since only linear projections

are used, these methods may still fail to preserve the similarity.

C. Sparse Hashing

To preserve the non-linear manifold structure, Sparse Hash-

ing [6], [16], [17], [18], [20], which learns a non-linear φ,

has attracted considerable attention. Given a set of anchors

D = [d1, ...,dm] ∈ R
d×m, a sparse presentation A =

[a1, ..., an] ∈ R
m×n is constructed by A = ρ(X,D). This

can be done by conventional sparse reconstruction [31] as

min
A

‖X−DA‖2F +R(A), s.t. C(A), (4)

where R(A) denotes regularization terms, such as ℓ1-norm

regularization for sparsity, and other terms like Graph regu-

larization [32], and C(A) is a constraint on A. Obviously,

this method is non-linear. In [19], [33], such schemes are

employed, and the sparse codes are then encoded into a set

of integers which are composed of the nonzero indices. This
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index set sacrifices the advantages of efficient storage and

speedy binary code matching. Alternatively, in [20], Zhu et

al. proposed an encoding method in which the binary codes

are generated by setting nonzero elements in A as 1 and the

others as 0. The problem of this method lies in its incapability

of generating compact and balanced representations because of

the sparsity of A, thereby degrading the quality of hashcodes.

In addition, Ye et al. [34] proposed the Compact Structure

Hashing that combines the linear projection learning in Eq.

(3) and sparse reconstruction in Eq. (4) in a unified objective

function to simultaneously exploits the non-linear structure of

data and finds the optimal projection function. However, this

method intrinsically adopts a linear projection to the Hamming

space such that it still suffers from the low-recall problem.

A possible way of solving this problem is the usage of the

Anchor Graph [17], in which each anchor is either randomly

sampled from the data or the cluster centroids after applying

a data clustering algorithm, such as Kmeans. The sparse

representation can be build in the Anchor Graph as follows:

aji =

{

exp(−‖xi−dj‖
2/σ2)∑

j′∈N(xi)
exp(−‖xi−dj′‖

2/σ2) , ∀j ∈ N (xi)

0, otherwise
, (5)

where N (xi) is the p-NN of xi in D and σ is the bandwidth

parameter. The obtained sparse representation is claimed to

preserve the similarity between data. Obviously, ai has at

most p nonzero elements, implying that a is sparse. Finally,

φ(·) is constructed by projecting the sparse representation to

a low-dimensional space, i.e., φ(x) = Pρ(x,D). To preserve

the similarity, Liu et al. [17] proposed the Anchor Graph

Hashing that constructs P by solving an eigenvalue problem

on the Anchor Graph. Lin et al. [16] proposed the Compressed

Hashing in which the sampled pij from N (0, 1/k) can con-

struct a projection satisfying Restricted Isometry Property [35]

in Compressed Sensing theory [36]. Similarly, Shen et al. [6]

proposed an inductive method to construct P. Zhu et al. [37]

proposed a sparse embedding and least variance encoding

approach to hashing, which constructs P by solving a recon-

struction problem and adjusts the projected representation to

minimize the variance for preserving similarity. Even though

promising results have been obtained, how to design effective

ρ and P is still an open issue, which is the focus of this paper.

Moreover, it is noticed that in recent years many works

have attempted to combine the deep convolutional neural

network [38] with hashing, i.e., deep hashing [39], [40],

[41], [42], [43]. For example, Liong et al. [39] proposed a

deep hashing method in which the output of the networks is

required to preserve the supervised similarity. Lai et al. [40]

proposed a piece-wise function for the network to address

the discrete optimization problem in deep hashing. Zhang

et al. [41] presented a network using similarity regularized

triplet loss for person re-identification. However, it should be

pointed out that these deep hashing approaches should be

categorized into the supervised hashing methods in which

supervised knowledge (e.g., label information) is required

for model training. As is known to all, collecting sufficient

supervised knowledge is expensive in many applications [44].

On the contrary, this paper, and many SH methods focus on

the unsupervised hashing which only exploits the intrinsic

unsupervised information of data and thus they are free from

the lack of the supervised knowledge.

III. THE PROPOSED METHOD

Our method follows the framework of SH. Firstly, we

construct a sparse representation for the original features in

a non-linear manner. Secondly, we linearly project the sparse

representation into the low-dimensional space. Thirdly, we

obtain hashcodes from low-dimensional embedding using the

sign function. The special properties of our projection are 1)

the low-dimensional embedding preserves the local manifold

structure of original data, and 2) the similarity structure is

preserved as well after the sign quantization. The following

two subsections will elaborate on them one by one. Since all

involved steps take data similarity preservation into account,

the obtained hashcodes, without saying, will naturally preserve

the similarity relationship of original features, thus resulting

in superior ANN search and image retrieval performance.

A. Locality-preserving Dimension Reduction

In this subsection, we will provide an effective method for

non-linear dimension reduction based on Sparse Coding which

can well preserve the non-linear local manifold structure.

Locality-preserving dimension reduction aims to find low-

dimensional embedding which can preserve the neighborhood

structure or manifold structure of the original data. One

representative and seminal work is Locally Linear Embedding

(LLE) [25] which can find a linear embedding for non-

linear manifold. However, LLE does not provide an explicit

dimension reduction function for the out-of-sample data (data

which is not in the training set). Another celebrated method is

called Locality Preserving Projections (LPP) [30] which learns

an explicit linear projection function instead. Despite its ability

of easily addressing the out-of-sample data, the linear function

adopted by LPP may perform worse than the non-linear ones.

Although LLE does not provide the projection function for

out-of-sample data, it still reveals an important property of

the non-linear manifold: local linearity. That is, the manifold

structure is locally linear even though it is non-linear globally.

Such a property is also utilized in [45], [46], which can be

further interpreted below. Given some points D = [d1, ...,dm]
and their corresponding low-dimensional embeddings Y =
[y1, ...,ym] obtained by non-linear methods like LLE, the low-

dimensional embedding y for a new data point x is given by

y←
∑

i∈N (x)

aiyi, (6)

where N (x) is the p-NN of x in D, and ai is the correspond-

ing weight. One straightforward way to compute ai is based on

Eq. (5). But it should be noticed that such a formulation only

defines the weight and does not reflect the relative position

between x and N (x). Therefore, the embedding y relying on

the weight may lose important information. Therefore, to make

use of the local linearity better, in this paper, we propose to

generate a by a sparse reconstruction procedure as follows:

min
a
‖x−Da‖2F , s.t. ai ≥ 0, aj = 0 if j /∈ N (x). (7)
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(a) by Eq. (5) (b) by Eq. (7)

Fig. 1: Sparse representation by different methods.

Here, we require a to be nonnegative so that it can serve as

“weight”. Moreover, only N (x) is used to reconstruct x for

preserving the locality. Obviously, the solution a is sparse in

the sense that it has at most p nonzero elements (p≪ m).
By combining Eq. (6) and Eq. (7), the overall dimension

reduction can be summarized as follows: 1) An anchor set

D is generated from training data by K-means clustering; 2)

We find the locality preserving embedding Y for it by a non-

linear method, called Laplacian Eigenmap [47]. As this step

is only conducted for the anchor set, there is no need to learn

a projection function for the out-of-sample data; 3) For a new

data point x, the sparse representation a is obtained by solving

Eq. (7); 4) The low-dimensional embedding y is obtained by

Eq. (6). As a result, the projection function P in our method

can be considered as the low-dimensional embedding Y of

the anchor set. Due to the non-linearity in Eq. (7), the entire

procedure is non-linear as in LLE. Meanwhile, it also has an

explicit projection function (Eq. (6) and (7)) for out-of-sample

data. Hence, it can be concluded that our method combines the

advantages of LLE and LPP but gets rid of their shortcomings.

Seen from Eq. (6) and Eq. (7), two points that are close

in the original feature space will also have similar low-

dimensional representations after the projection, because they

will choose similar p-NN anchor sets from D. In other words,

these two points will finally lie very close to the embeddings

of their corresponding anchor sets, which are also similar.

Here, we discuss the difference between our sparse repre-

sentation constructed by Eq. (7) and the widely used version

expressed in Eq. (5). In principle, representations based on Eq.

(5) fail to consider the relative position of x and N (x) while

using Eq. (7) can achieve this goal. An intuitive illustration

is shown in Figure 1, in which x1 and x2 have the same p-

NN anchors d1 and d2. If we adopt Eq. (5), they will end up

with the same sparse representation (shown in bracket) because

they have the same distances to the anchors, and the same low-

dimensional representation because only distance to anchors

is considered, even though they might be different. On the

contrary, using Eq. (7) will generate the similar representations

but with different values, which is more reasonable in reality.

The above analysis clearly states that Eq. (7) and Eq. (6)

can lead to non-linear locality-preserving dimension reduction.

Then, how to solve Eq. (7) becomes the next problem. Since

we are aware of that some elements aj are definitely zero if

Good

Bad

(a) Original embedding

Rotation

(b) Optimized embedding

Fig. 2: The influence of anchor embedding.

j /∈ N (x), it is possible to simplify Eq. (7) by discarding zero

elements and only focusing on the possibly non-zero ones:

min
ã

‖x− D̃ã‖2F s.t. ãi ≥ 0, (8)

where D̃ ∈ R
d×p is the p-NN of x in D and ã ∈ R

p. Since D̃

contains mixed signs and ã is constrained to be nonnegative,

Eq. (8) is actually a Semi-nonnegative Matrix Factorization

(SNMF) problem, which has been extensively studied in [48].

An effective and efficient optimization algorithm for Eq. (8)

consists of two steps: 1) ã is randomly initialized by non-

negative values, and 2) the following multiplicative updating

rule is iteratively applied until ã arrives at a stationary point,

ãi ← ãi

√

(D̃Tx)+i + [(D̃T D̃)−ã]i

(D̃Tx)−i + [(D̃T D̃)+ã]i
, (9)

where M+ = 1
2 (|M| + M) and M− = 1

2 (|M| −M). The

above updating rule guarantees a local convergence of the

optimization. Please refer to [48] for more details. In our

experiments, we find that 10 to 20 iterations can lead to

satisfactory performance because p is usually quite small such

that the optimization problem is simple enough in most cases.

B. Optimized Anchor Embedding

Until now, we have introduced the non-linear locality-

preserving dimension reduction method, which can exploit the

non-linear manifold structure and has an explicit function for

out-of-sample data. However, there is a sign function between

the low-dimensional representation and the hashcode. In order

to preserve manifold structure in the final hashcodes, it is

necessary to further consider the influence of the sign function.

From Eq. (6) and Eq. (7) in the previous subsection, it can

be observed that a point will fall close to the low-dimensional

embedding of its p-NN anchors. Hence, the embedding of the

anchor set is certainly influential on the quality of hashcodes.

We take Figure 2(a) as an example to further explain it. In

this figure, red triangles represent embeddings of anchors.

The surrounding circles represent points that lie close to the

corresponding anchors2. In good cases, near points in a circle

are in the same quadrant so that they will obtain the same

2We use circles for the convenience of illustration. The real-world situation
is surely more complicated but intrinsically it has the same problem.
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hashcodes after that sign function. In this way, the similarity

between data can be preserved. On the contrary, in bad cases,

points in a circle may fall into different quadrants resulting in

different hashcodes after applying the sign function. In such

situations, the similarity is no longer preserved in hashcodes.

To avoid the bad cases, we need to adjust the embedding of the

anchor set such that it can better preserve the similarity after

the sign function while the initial properties in the embedding

are retained, as illustrated in Figure 2(b). Previous SH method-

s [6], [16], [17], [18], [20] mostly ignored the influence of the

anchor set but focused on the sparse representation only. From

the above discussion, the conclusion is clear: the anchor set

embedding plays an important role in SH methods. Next, we

continue to introduce how to optimize the anchor embedding.

From Figure 2, we can observe that the bad cases usually

happen when the embeddings of anchors lie close to the

coordinate axis because such a point by nature is likely to

fall into the other side of axis and thereby obtain different

hashcodes after the sign function. To prevent it, our intuitive

idea is to push the close-to-axis anchors far from axis while

preserving the geometric structure. We carry out a two-step

scheme here to implement our idea, in which an anchor-

embedding initialization step is followed by an anchor rotation

step. In our scheme, the initial embedding of anchors Y is

obtained by means of Laplacian Eigenmap [47] which solves

the optimization problem below,

min
Y

tr(YLYT ), s.t. YMYT = Ik,YM1m = 0, (10)

where SD ∈ R
m×m is a pD-NN graph constructed from

D, M is a diagonal matrix with elements Mii =
∑

j Sij ,

and L = M− SD is the Laplacian of the graph. This prob-

lem can be transferred to a generalized eigenvalue problem

Lv = λMv, and can be solved by selecting the eigenvectors

corresponding to the smallest k positive eigenvalues. After the

above initialization step, it is very likely that many anchor

embeddings are close to axis, which is harmful for hashing

as we have explained before. In the second step of our

scheme, we apply a rotation to Y subject to a condition

that the optimized anchor embedding Ỹ after rotation is also

the solution to Eq. (10). To do so, one good choice is the

exploitation of an orthogonal rotation matrix R ∈ R
k×k

(RRT = Ik and RTR = Ik), and set Ỹ = RY. Because

we have tr(RYLYTRT ) = tr(YLYT ), RYMYTRT =
RIkR

T = Ik, and RYM1m = R0 = 0, Ỹ turns out to be

also a solution of Eq. (10), meaning that the original geometric

structure in Y is perfectly preserved after a rotation operation.

At this point, our goal becomes finding an orthogonal

rotation matrix R for Y such that fewer points after the

rotation operation (i.e., in RY) lie close to the axis, which

can be formulated as maximizing the total distance between

RY and axis below

max
R

O =
∑

ij

|(RY)ij |
r, s.t. RRT = RTR = Ik. (11)

In fact, there is still an argument: a rotation can push a close-

to-axis anchor far from the axis, and meanwhile, it can also

make a far-from-axis anchor closer to the axis. This is true,

but the problem is not that vital. Seen from Figure 2, pushing

Algorithm 1 Learning SHODE

Input: Training features X; Parameters k, m, pD;

Output: Anchor set D; Projection P;

1: D = Kmeans(X,m);
2: Construct pD-NN graph for D;

3: Compute SD , M and L;

4: Solve Eq. (10) for initial Y;

5: Initialize R0 by a random orthogonal matrix, t = 0;

6: repeat

7: Compute upgradient Ut by Eq. (12);

8: Compute skew-symmetric matrix Wt by Eq. (13);

9: Update Rt+1 by Eq. (15), t = t+ 1;

10: until Convergence.

11: Return D and P = RtY;

a close-to-axis anchor far is more important, because a subtle

change in a close-to-axis anchor can significantly reduce the

number of points falling into different quadrants which results

in different hashcodes. However, even a huge change in a far-

from-axis anchor may not make any difference as long as it

is not very close to the axis. In view of this observation, we

set the power parameter r ∈ (0, 1) such that the change in the

smaller entries has more effect on O than the larger entries.

Next, we need to solve this orthogonality constrained op-

timization problem (11). The basic idea is to construct a

gradient flow in the feasible set which keeps increasing O
until it reaches a stationary point [49]. Specifically, we adopt

an iterative algorithm, in which the rotation R is randomly

initialized. At the t-th iteration, the upgradient of O at Rt is:

Ut = −DO(Rt) = −r · sign(RtY) ◦ |RtY|
r−1YT , (12)

where ◦ denotes element-wise multiplication between two

matrices, |·|r−1 refers to the element-wise power operation for

a matrix3. A traditional gradient method will move the current

point along this direction with a proper step size to obtain

the next point. However, the new point will fail to satisfy

the constraint, i.e., it is not in the feasible set. Instead, the

upgradient is first transformed to a skew-symmetric matrix

Wt = UtR
T
t −RtU

T
t . (13)

We use a Crank-Nicolson-like scheme [50] for the next point:

Rt+1 = Rt − τWt(
Rt +Rt+1

2
), (14)

where τ is a step size satisfying Armijo-Wolfe conditions [51].

Solving the above equation offers us the updating rule below:

Rt+1 = (Ik +
τ

2
Wt)

−1(Ik −
τ

2
Wt)Rt. (15)

The above rule is called Cayley transformation. Considering

Wt is a skew-symmetric matrix, i.e., WT
t = −Wt, the matrix

Ik+
τ
2Wt is definitely invertible and Rt+1 is orthogonal. Such

an updating rule will increase the value of O until conver-

gence. Please refer to Lemma 3 in [49] for the detailed proof.

The overall learning algorithm for SHODE is summarized

3Because r ∈ (0, 1), a numeric problem may happen if (RY)ij = 0. So

in the implementation, we add a small number ǫ (say, 10−6) to |(RY)ij |.
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TABLE II: The statistics of datasets.

#database #training #query #feature

CIFAR-10 50k 10k 10k 512

MNIST 60k 10k 10k 784

NUS-WIDE ∼ 184k 10k 1, 866 500

SIFT1M 1m 10k 10k 128

CIFAR-100 50k 10k 10k 1, 024

in Algorithm 1, which at last outputs two key parts for the

hashing function φ: the anchor set D and the projection P.

For a new data point x, we first find p-NN from D and

obtain D̃. Afterwards, we generate sparse representation a by

solving Eq. (8). Next, we obtain a low-dimensional embedding

y = Pa. Finally, the binary hashcode is given by h = sign(y).

C. Complexity Analysis

The training time of Algorithm 1 basically consists of 3

parts. The first part is the K-means in line 1. Suppose Kmeans

stops at the t1-th iteration, the time complexity is O(nmdt1).
The second part is to seek the initial embedding described

in lines 2 to 4. Precisely, constructing a pD-NN graph needs

O(m2d + mpD), and solving Eq. (10) requires O(mkpDt2)
if the Lanczos algorithm [52] is adopted, where t2 means

the iteration number which is usually rather small [53]. The

third part is learning R, which can be further decomposed

into computing Ut by Eq. (12) (O(mk2)), computing Wt

by Eq. (13) (O(k3)), and computing Rt+1 by Eq. (15)

(O(k3)). Suppose the iteration depicted from lines 6 to 10

converges at t3, the total time complexity for learning R is

O((mk2 + k3)t3). Adding them up, the overall complexity

will be O(nmdt1 +m2d+mpD +mkpDt2 +(mk2+ k3)t3).
Given a new data point x, the complexity to generate hash-

codes is as follows. Searching p-NN from D needs O(pmd).
Solving Eq. (8) via Eq. (15) requires O((pd + p2d + p2)t),
where t is the number of iterations. And generating the low-

dimensional representation by Eq. (6) has the complexity of

O(pk). Therefore, the overall complexity is O(pm + (pd +
p2d+p2)t+pk). Because t and p are usually small in practice,

this complexity is comparable to the method in [16], [17].

IV. EXPERIMENTS

A. Datasets, Metrics, Baselines and Details

To demonstrate the effectiveness of SHODE, we adopt five

widely used benchmark datasets for evaluation. The first one

is CIFAR-10 [54] consisting of 60, 000 images which are

manually divided into 10 classes each with 6, 000 images.

Each image is represented by a 512-dimensional GIST [55]fea-

ture. The second one is MNIST which has 70, 000 images of

handwritten digits from ‘0’ to ‘9’. The 784-dimensional gray

scale feature is utilized to represent each image. The third

dataset is NUS-WIDE [56] with 186, 577 images and each

image is annotated by at least one of ten classes. Each image is

represented by a 500-dimensional bag-of-visual-words feature

based on SIFT [57]. The forth dataset is SIFT1M [12] which

contains more than 1 million SIFT points. The fifth dataset

is CIFAR-100 which is similar to CIFAR-10. It has 100

classes and each class has 600 images. For CIFAR-100, we

adopt the deep features for images which are extracted by the

ILSVRC2014 challenge winner GoogLeNet [58] pre-trained

on ImageNet. Specifically, we adopt the outputs of the last

fully-connected layer as the feature for each image which

is a 1, 024-dimensional vector. For CIFAR-10, MNIST, and

CIFAR-100, 10, 000 samples are randomly selected as the

query set and the remaining samples form the database. For

NUS-WIDE, 1% (1, 866) images are randomly sampled as the

query set, while the remaining images make up the database.

We refer to TableII for more detailed statistics of them.

We adopt two retrieval procedures, i.e., Hamming rank-

ing and hash lookup. Hamming ranking first computes the

Hamming distance between the query and all points in the

database and then sorts points by the distance. Points with

smaller distances are first returned. Hamming ranking needs a

linear scanning of the database. But since only bit operations

are required, it is usually very fast in practice. Hash lookup

emphasizes more on retrieval speed because it has constant

query time [17] with a single hash table. Following [13], [17],

we search within Hamming radius 2 to retrieve neighbors for

each query. For a Hamming ranking, we employ Precision-

recall curve, Precision curve and Recall curve as evaluation

metrics, in which the former shows the precision at different

recall levels, the middle reflects the precision level w.r.t. the

number of retrieved samples, and the latter reflects the recall

level w.r.t. the number of retrieved samples. On top of them,

mean Average Precision (mAP) defined as the area under

Precision-recall curve is also used. For hash lookup, we use

F-measure and Recall within Hamming radius 2 as metrics,

in which the former is the harmonic average of precision and

recall. For CIFAR-10, MNIST, NUS-WIDE and CIFAR-100,

images sharing class labels with the query are considered as

true positives. For SIFT1M, following [6], [59], the closest

2 percent of database points to the query measured by the

Euclidean distance are defined as the true positives of a query.

We employ the following unsupervised hashing methods as

baselines, Anchor Graph Hashing (AGH) [17], Compressed

Hashing (CH) [16], Compact Structure Hashing (CSH) [34],

Harmonious Hashing (HamH) [59], Inductive Manifold Hash-

ing (IMH) [6] with LE and ITQ, Isotropic Hashing (IsoH) [60],

Iterative Quantization (ITQ) [14], Sparse Embedding and

Least Variance Encoding (SELVE) [37], and Spectral Hashing

(SpH) [13]. For Ch, CSH, and HamH, we implemented them

ourselves. And we used the author-provided codes for the other

methods. IMH, AGH, and CH, as well as Sparse Hashing

methods like SHODE, rely on two parameters. The first is the

size of the anchor set, i.e., m, and the second is p for searching

p-NN from anchor set to construct sparse representation a for

a new data point. For a meaningful comparison, we perform

grid search (m ∈ [100 : 100 : 2000] and p ∈ [1 : 10]) and

report the best results of them. For the other baselines like

ITQ, we use the default settings provided by their authors since

most of them do not have important model parameters. More-

over, because this paper focuses on the unsupervised setting

where no supervision is provided, thereby not comparing it to

the supervised hashing methods, like Kernelized Supervised

Hashing [61] and deep hashing methods shown in Section II.
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Fig. 3: Results on CIFAR-10 dataset.
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Fig. 4: Results on MNIST dataset.

When compared to baselines, we consistently use the fol-

lowing settings. To generate the anchor set, we run K-means

and stop at the 100th iteration, and the anchor set size is

m = 1, 000. To generate initial embedding Y by Laplacian

Eigenmap, we set pD = 5 with the Heat kernel. In Algorithm

1, the power parameter r is set to 0.5, p is set to 3 for

constructing sparse representation a, and when solving ã

iteratively by Eq. (8), we terminate at the 20th iteration. The

effect of two key parameters, m and p, will be shown later.

Experiments are conducted on a computer with Intel Core

i7-2600 CPU and 16GB RAM. All numeric results reported

in this paper are the average values of 25 repeated runs.
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Fig. 5: Results on NUS-WIDE dataset.
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Fig. 6: Results on SIFT1M dataset.

B. Results and Discussions

The results on five datasets are shown in Figures 3 to

7 respectively. It can be observed that SHODE significantly

outperforms the baselines. Besides, the results also reveal the

following important points. 1) SHODE and IMH achieve the

best performance, especially when measured by F-measure

with long hashcodes. This is because they adopt non-linear

projection which can better preserve the manifold structure. In

addition, their non-linear function can avoid over-segmentation

of space as in linear methods like ITQ, which increases

the collision probability in the hashtable. Thus, they can

retrieve more points (high recall) with high precision, which
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Fig. 7: Results on CIFAR-100 dataset.
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Fig. 8: Effects on parameters (all under 32 bits).

highlights the advantage of SH. 2) SHODE takes the influence

of anchors on hashcodes into consideration and finds the op-

timal embedding of anchors, thereby improving the quality of

hashcodes. In comparison with other Sparse Hashing methods

that completely neglect the effect of anchor embedding, e.g.,

IMH and AGH, our performance is much better than theirs.

In addition, to evaluate the significance of the improvements

by SHODE over the other baseline methods, we perform

paired-sample t-test on all datasets with different hashcode

length. In our experiment, we perform 25 repeated runs for

each hashcode length with random data split and all methods

follow the same data split. For each method, we take the

corresponding mAP values of 25 runs as samples from its

mAP distribution, and compare them between algorithms for

the significant tests. The significance level is set to 0.01 as

a typical value. The results show that the p-value in almost

all significance tests between SHODE and the other baseline

methods is smaller than 10−7, which is far less than the sig-

nificance level 0.01, indicating that the improvements gained

by SHODE over the baselines are statistically significant.

The effects of m and p on system performance are shown

in Figures 8(a) and 8(b) respectively. Seen from the results,

on the one hand, if m is too small, the non-linear manifold

cannot be well preserved. On the other hand, increasing m can

help to improve the performance in the beginning but it will

be saturated at a certain point, which means further increase

of m after this point does not improve the performance that

much. Differently, varying value p within a certain range

(e.g., p < 20) does not seem to influence the performance

dramatically in the sense that the p-mAP curve looks like a

flat line. However, if p is too large (say, 50), anchors not

close to data will be selected to compute a, which will break

the locality and decrease the performance. Figure 8(c) shows

the objective function value in Eq. (11) w.r.t. the number of

iterations. We can observe the objective function can increase

steadily with more iterations and will converge within 100

iterations, which validates the effectiveness of Algorithm 1.

Figure 8(d) plots the mAP w.r.t. the number of iterations

in Algorithm 1. It can be observed that mAP value keeps

increasing with more iterations until the algorithm converges.
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In addition, there is an important result we need to mention

that the mAP of SHODE at iteration 0 is much worse than the

optimal mAP. In fact, at iteration 0, the anchor embedding is

not optimized at all. This phenomenon demonstrates that 1)

the anchor embedding is indeed important for sparse hashing

and optimizing the embedding of anchors does lead to higher

hashing quality, and 2) with better anchor embedding, SHODE

performs better, which is also the motivation of this paper.

V. CONCLUSION

In this paper, we proposed a novel Sparse Hashing method,

namely SHODE, for scalable retrieval. Based on the sparse

representation, a non-linear locality-preserving dimension re-

duction method was presented. Moreover, we discovered the

importance of the anchor embedding for Sparse Hashing

and proposed a novel method to find the optimized anchor

embedding. An efficient learning algorithm was given for op-

timization. Extensive experiments on five benchmark datasets

have verified our motivation and the superiority of SHODE.
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