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Semi-Supervised Learning (SSL)
» Aim to improve data efficiency of deep models

> Explore supervision from unlabeled data

Few Labeled Data L Numerous Unlabeled Data ‘U



Overview of SSL Methods

Self-Supervised Learning

Achieve remarkable performance
through self-supervision
Heavy computation & Hard to
obtain task-specific supervision

S$4L SimCLRv2 Self-Tuning, PAWS, CoMatch
2019 2020 2021

SSL Methods Adversarial Training
Generate fake samples or
impose local smoothness

VAT. VAdD Surpassed by recent methods

Utilize the pseudo labels
generated by itself
I Suffer from confirmation bias



Overview of Self-Training Methods

Consistency Regularization

Despite the effectiveness of self-
training methods, the bias issue
remains underexplored

Ladder Net II1 Model, Mean Teacher
2015 2017

Self-Training Pseudo Labeling Holistic Methods
Pseudo Label MixMatch ReMix/FixMatch, UDA, Noisy Student
2013 2019 2020
Other Techniques Mutual Learning
Label Propagation Co-training MMT, DivideMixm

2019 ] 1998 2020



Bias Issue of Self-Training

Training instability

» Slow down convergence speed ®

> Lead to catastrophic forgetting of pre-trained models ®
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Bias Issue of Self-Training

Matthew Effect

> Enlarges performance imbalance across classes ®
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Previous Solutions to Self-Training Bias

Generate Higher Quality Pseudo Labels

FixMatch. UDA. FlexMatch (1) Confidence Thresholds (Static or Dynamic)
’ ’ " (2) Weak Data Augmentation

Weakly- h ° l/) p\

augmented Prediction

X

ﬁp,h (x)

Pseudo-label

Unlabeled
example
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augmented
J Prediction

d

Data Flow of FixMatch

ft/),h(x) = {

argmax p,
— 1,

maxp =1
otherwise

Relies on manual design of criteria to improve the quality of pseudo labels ®



Previous Solutions to Self-Training Bias

Improve Tolerance to Inaccurate Pseudo Labels

Mean Teacher, MMT,

(4
Noisy Student...
O Labeled Data % :1 Pseudo Label D D Independent Model
O Unlabeled Data — Parameter Replacement D [I Copied Model
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Noisy Student

Generation and Utilization of Pseudo Labels

The decision boundary still
has the potential to be
damaged by incorrect labels ®



Analysis of Self-Training Bias

Definition of Bias

The deviation between the learned decision hyperplanes and the true decision
hyperplanes

OA Different Classes () /\[ ] Unlabeled Data

>— True Hyperplane >, Learnt Hyperplane

Question

What is the cause of bias
in self-training process?




Analysis of Self-Training Bias
Effect of Data Sampling

With fewer data, the distances between supporting data of each category and
the true decision hyperplanes may vary
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Analysis of Self-Training Bias

Effect of Pre-Trained Representations
Different pre-trained models focus on different aspects of the data

Supervised Pre-Train Unsupervised Pre-Train

(e}

(@}
(e}
(@}

~

w
~
w

(@)}

o
(o))
o

Accuracy (%)

w H

o %]
Accuracy (%)
w H
o 6]

=
(%2}

[y

(9}

(o} o} d o0 \ (o} o} a 1\ 0 aen
(00Y e \eopaY(aCcoo(\ Y ﬁ\a‘_’(\S W 0‘-(\3 (0% e G ' opa((a CCOO\N oma ﬁ\a‘&\s

Top-1 Accuracy on 7 categories from CIFAR-100 with different pre-trained models



Analysis of Self-Training Bias
Effect of Self-Training Algorithm

Training with pseudo labels aggressively in turn enlarges the self-training
bias on some categories

(O /Al ] Different Classes (O /\[ ] Unlabeled Data

>— True Hyperplane >, Learnt Hyperplane

With biased learnt hyperplane,
the model makes a mistake on
data point @




Analysis of Self-Training Bias
Effect of Self-Training Algorithm

Training with pseudo labels aggressively in turn enlarges the self-training
bias on some categories

(O /Al ] Different Classes (O /\[ ] Unlabeled Data

>— True Hyperplane >, Learnt Hyperplane

The misclassified data point @
further pushes the learnt
hyperplane far away




Analysis of Self-Training Bias

Effect of Self-Training Algorithm

Ultimately, the accuracy of some categories increases, while that of other
categories may decrease to near zero
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Decomposition of Bias in Self-Training

Data Bias

The bias inherent in semi-supervised learning tasks, such as data
sampling and pre-trained representations

The bias increment brought by some unreasonable training strategies
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Debiased Self-Training

How to Decrease Training Bias?

Decouple the generation and utilization of pseudo labels by introducing a
complete parameter-independent pseudo head

/7
— Forward Propagation O Labeled Data 4 ) Pseudo Label
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pseudo head

FixMatch DST



Debiased Self-Training

How to Decrease Training Bias?

lli:h»rillqpisr;udo L@, h) + ALy (l/}’ hpSGUdO’ fllJ,h)

Insights
@ Classifier head:
> more sensitive to noisy data

Feature generator:
> more parameters, data hungry,
> better tolerance to noisy data

pseudo head



Debiased Self-Training

How to Decrease Data Bias?

Worst Case Estimation

(1) Training bias can be considered as
the accumulation of data bias




Debiased Self-Training

How to Decrease Data Bias?

Worst Case Estimation

(1) Training bias can be considered as
the accumulation of data bias

(2) The worst training bias that can be
achieved is a good measure of data bias



Debiased Self-Training

How to Decrease Data Bias?
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Debiased Self-Training

How to Decrease Data Bias?

A
AN
AAAM A
A NTZAN
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O QQ —
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OQQO 500
4

Decrease the Worst Training Bias

ml/in max Ly (W, 1, fpn) = Le(p, B

Encourage the features to be
generated far away from the
current hyperplanes



Debiased Self-Training

How to Decrease Data Bias?

A A A
AAA A Decrease the Worst Training Bias
A ACBAN :
(S) Aﬁﬁ A ml/in maxLu(ll) h ft/)h) L,(y,h")
© QO %§Q - Implementation
Oo®R ~o 0
O O I > We optimize 1) and h' with stochastic
gl gradient descent alternatively

n

> The optimization can be viewed as an
alternative form of GAN




Experiments: Standard SSL Benchmarks

Method CIFAR-10 CIFAR-100 SVHN STL-10| Avg
Psuedo Label [30] 25.4 12.6 253 253 |22.2
VAT [34] 25.3 15.1 26.1 25.5 [23.0
ALI [15] 25.9 12.4 28.5 24.1 |22.7
RAT [52] 33.2 20.5 52.6 30.7 |34.2
MixMatch [4] 52.6 32.4 57.5 45.1 |46.9
UDA [59] 71.0 40.7 474 626 |554
ReMixMatch [3] 80.9 55.7 96.6 64.0 |74.3
_DRashfoll_ _ _|_ 868 _ _ 352 _ _97.0_ _645_[75.9 _
: FixMatch [49] 87.2 50.6 96.5 67.1 |754 |
: DST (FixMatch) 89.3 56.1 96.7 71.0 |783 1
| FlexMatch [64] 94.7 59.5 89.6 713 |78.8 :
| DST (FlexMatch) 95.0 65.4 942 79.6 |83.6 |

DST achieves new state-of-the-art
Especially on the challenging tasks CIFAR-100 and STL10



Experiments: Standard SSL Benchmarks
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~ Method | CIFAR-10 CIFAR-100 SVHN STL-10 | Avg
Pstedo Label [30]|  25.4 12.6 253 253 |222
VAT (%4 25.3 15.1 26.1 255 [23.0
ALI[15]% 25.9 12.4 285 241 |227
RAT[52] N 332 20.5 526 307 |342
MixMatch [4] S 52.6 32.4 575 451 |46.9
UDA [59] S 0 40.7 474 626 |55.4
ReMixMatch [3] 80Q 55.7 96.6 640 |743
Dash [61] 86.8 N 55.2 97.0 645 |75.9
FixMatch [49] 872 ' 506 | 965 671 |754
DST (FixMatch) 893 | 561 | 967 710 |783
FlexMatch [64] 947 . 595 | 89.6 713 |788
DST (FlexMatch) | 950 | 65.4 | 942 796 |83.6




Experiments: Standard SSL Benchmarks

Accuracy (%)

FixMatch

DST
Accuracy (%)

0 20 40 60 80 100

DST improves
performance balance

N
N Method

| CIFAR-10 CIFAR-100 SVHN STL-10 | Avg
Pstedo Label [30]] 254 12.6 253 253 [222
VAT b4L 25.3 15.1 26.1 255 [23.0
ALI[15]" 25.9 12.4 285 241 |22.7
RAT[52] N 33.2 20.5 526  30.7 |34.2
MixMatch [4] SN 52.6 32.4 575 45.1 |46.9
UDA [59] S 0 40.7 474 626 |55.4
ReMixMatch [3] 80Q 55.7 96.6 640 |74.3
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Experiments: SSL with Supervised Pre-trained Models

s = 2 _
E ) ! o = @ s (D)
S = = 5 = R = S s = 2 9
&) O @) 7 a) < O m v O i =
Baseline 81.4 65.2 48.2 39.9 47.7 25.4 46.5 85.2 78.1 33.3 33.8 53.2
Pseudo Label [30] 86.3 83.3 54.7 41.0 50.2 212 54.3 92.3 87.8 41.4 38.0 59.7
I1-Model [29] 83.5 73.1 49.2 39.7]l 503 24.3] 47.1 90.7 82.2 30.9] 339 55.0
Mean Teacher [53] 83.7 82.1 56.0 379l 516 30.7 49.6 91.0 82.8 39.1 40.3 58.6
VAT [34] 84.1 T2.2 48.8 39.5] 506 25.9 48.1 894 81.8 324 36.7 554
= | ALI[15] 82.2 69.5 46.3] 36.4] 50.5 21.3] 425 829] 774 298] 31.70| 51.9
.% RAT [52] 84.0 81.8 55.4 39.0/ 49.1 31.6 50.0 89.9 84.1 37.9 38.4 58.3
E MixMatch [4] 85.4 82.8 3.5 41.8 50.1 2471  51.7 91.5 83.3 42.5 38.2 58.7
5| UDA [59] 85.8 83.6 54.7 41.3 49.0 27.1 52.1 92.0 83.1 45.6 41.7 59.6
“ | FixMatch [49] 86.3 84.6 53.1 41.3 48.6 2923 323 93.2 83.7 46.4 37.1 59.3
_| Self-Tuning [55] _|_87.2 _ 76.0_ _57.1_ 418 _ 507_ 352 _ 589 _926_ 866 _583_ 419 | 624_
I FlexMatch [64] 87.1 89.0 63.4 48.3 52.5 34.0 54.9 94.5 88.3 57.5 49.5 65.4 I
I DebiasMatch [56] 88.6 91.0 65.7 46.6 52.4 37.5 58.6 95.6 86.4 60.5 53.5 66.9 :
| DST (FixMatch) 89.6 94.9 70.4 48.1 53.5 43.2 68.7 94.8 89.8 71.0 58.5 71.1 i
DST (FlexMatch) 90.6 95.9 71.2 49.8 56.2 44.5 70.5 95.8 90.4 T2.7 57.1 72.2

DST achieves the best performance on all datasets



Experiments: SSL with Unsupervised Pre-trained Models

Baseline 79.5 66.6 46.5 38.1 47.9 28.7 37.5 87.7 60.0 38.1 32.9 51.2
Pseudo Label [30] 86.2 70.8 49.8 38.6 50.0 26.6] 41.8 93.0 68.4 3731 328] | 54.1
II-Model [29] 80.1 76.2 448] 37.8, 50.0 23.5] 31.6] 93.1 62.8 25.61 304] | 50.5
Mean Teacher [53] 80.4 80.8 51.3 342 488 33.8 41.6 92.9 67.0 50.5 39.1 56.4
VAT [34] 79.9 73.8 45.1] 38.3 49.2 24.2] 364) 924 61.7 29.9] 33.1 51.3
E ALI[15] 76.4]  69.2 444 349] 50.1 2221 338 849] 596] 33.1] 31.0) | 49.1
E RAT [52] 80.9 79.5 52.4 37.0]l 504 30.1 40.7 91.8 70.5 479 35.6 56.1
2 | MixMatch [4] 84.1 81.5 51,7 38.4 47.0) 31.7 39.8 93.5 66.4 47.1 34.6 56.0
2 UDA [59] 85.0 87.4 53.6 42.3 46.2] 35.7 414 94.1 69.3 51.5 393 58.7
— | FixMatch [49] 83.1 82.2 514 39.2 439] 30.1 36.8] 943 65.7 48.6 36.8 55.6
_| Self-Tuning [SS5] _| 816 _ 6364 _478 _ 388 _455L 314 _ 416 _9L0 _ 669 _520_ 340 | 540_
I FlexMatch [64] 86.4 96.7 60.2 45.3 53.9 42.0 49.2 95.8 72.9 69.0 37.5 64.4 I
! DebiasMatch [56] 86.4 96.3 66.3 44.5 53.9 44.8 51.2 95.4 70.9 72.5 53.6 66.9 |
I DST (FixMatch) 90.1 95.0 68.2 46.8 54.2 47.7 53.6 95.6 75.4 72.0 571 68.7 I
' DST (FlexMatch) 90.4 96.9 68.9 48.8 55.9 47.3 55.2 96.4 75.1 74.6 56.9 69.7

Again, DST achieves the best performance on all datasets

On average, DST surpasses FixMatch by over 15%



Experiments: Ablation Study

Method Multiple Linear Nonlinear Worst Case Supervised Unsupervised
Heads Pseudo Head = Pseudo Head  Estimation Pre-training Pre-training
FixMatch _ _ | L L e e e - o= = B 2L4
MMutual Learning v 53.4 52.5
IDSTwioworst_ | _ ¥ _ _ _ ¥ o o e e e e e e = = 582 20 _ .,
DST w/o worst v v 60.6 60.9
DST v v v 70.4 68.2

(1) Compared with Mutual Learning, the decoupled pseudo labeling in DST can
better reduce training bias



Experiments: Ablation Study

Method Multiple Linear Nonlinear Worst Case Supervised Unsupervised
Heads Pseudo Head  Pseudo Head  Estimation Pre-training Pre-training
FixMatch 53.1 514
Mutual Learning | _ ' _ _ _ L L ol e e e e m m == = B4 222
MDST wio worst v v 58.2 59.0
IDSTwioworst_ | _ ¥ _ _ _ o2 R P 60.6_ _ _ _ 809 _,
DST v v v 70.4 68.2

(1) Compared with Mutual Learning, the decoupled pseudo labeling in DST can
better reduce training bias

(2) A nonlinear pseudo head is always better than a linear pseudo one. Possibly
because it can reduce the degeneration of representation with biased pseudo labels



Experiments: Ablation Study

Method Multiple Linear Nonlinear Worst Case Supervised Unsupervised
Heads Pseudo Head  Pseudo Head  Estimation Pre-training Pre-training
FixMatch 53.1 514
Mutual Learning v 534 52.5
DSTwloworst | _ ¥ o o Y o e e e e e = == = 82 20
IDST w/o worst v v 60.6 609 ~
D N Y = — A S

(1) Compared with Mutual Learning, the decoupled pseudo labeling in DST can
better reduce training bias

(2) A nonlinear pseudo head is always better than a linear pseudo one. Possibly
because it can reduce the degeneration of representation with biased pseudo labels

(3) The worst-case estimation of pseudo labeling improves the performance by
large margins



Experiments:

—_— Forward Propagation
. Backward Propagation

DST as a General Add-on

head

pseudo head

Debiased FixMatch / FlexMatch

DST can be seamlessly incorporated into mainstream self-training methods to reduce

student

Debiased Mean Teacher

bias and boost their performance
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pseudo head
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teacher P,
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Debiased Noisy Student



Open Source

& thuml / Debiased-Self-Training
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https://github.com/thuml/Flowformer

Thank You!

cbx22@mails.tsinghua.edu.cn
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